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Abstract. In this paper, we consider the multi-species nonlinear Schrödinger

systems in RN :
−∆uj + Vj(x)uj = µju

3
j +

d∑
i=1;i6=j

βi,ju
2
i uj in RN ,

uj(x) > 0 in RN ,

uj(x)→ 0 as |x| → +∞, j = 1, 2, · · · , d,
where N = 2, 3, µj > 0 are constants, βi,j = βj,i 6= 0 are coupling parameters,

d ≥ 2 and Vj(x) are potentials. By Ljapunov-Schmidt reduction arguments,

we construct infinitely many nonradial positive solutions of the above system
under some mild assumptions on potentials Vj(x) and coupling parameters

{βi,j}, without any symmetric assumptions on the limit case of the above

system. Our result, giving a positive answer to the conjecture in Pistoia and
Vaira [50] and extending the results in [50,52], reveals new phenomenon in the

case of N = 2 and d = 2 and is almost optimal for the coupling parameters

{βi,j}.
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1. Introduction

1.1. Backgrounds. In this paper, we consider the multi-species nonlinear Schrödinger
systems in RN :


−∆uj + Vj(x)uj = µju

3
j +

d∑
i=1;i 6=j

βi,ju
2
iuj in RN ,

uj(x) > 0 in RN ,
uj(x)→ 0 as |x| → +∞, j = 1, 2, · · · , d,

(1.1)

where N = 2, 3, µj > 0 are constants, βi,j = βj,i 6= 0 are coupling parameters,
d ≥ 2 and Vj(x) are potentials.
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It is well known that solutions of (1.1) are related to the bright solitons of the
Gross-Pitaevskii equations (cf. [40]),

ι
∂Ψj

∂t
= ∆Ψj − Vj(x)Ψj + µj |Ψj |2Ψj +

d∑
i=1;i 6=j

βi,j |Ψi|2Ψj ,

Ψj = Ψj(t, x) ∈ H1(RN+1;C), j = 1, 2, · · · , d, N = 2, 3,

(1.2)

by the relation Ψj(t, x) = e−ιλjtuj(x), where ι is the imaginary unit. The Gross-
Pitaevskii equations (1.2) have applications in many physical models, such as in
nonlinear optics (cf. [1]) and in Bose-Einstein condensates for multi-species con-
densates (cf. [23, 37, 54]). In Bose-Einstein condensates for multi-species conden-
sates, µj and βi,j in (1.1) are the intraspecies and interspecies scattering lengths
respectively, while Vj(x) stands for the magnetic trap (cf. [70]) arising from the
chemical potentials. The sign of the scattering length βi,j determines whether the
interactions of states i〉 and j〉 are repulsive (βi,j < 0) or attractive (βi,j > 0).

In the autonomous case, i.e., the potentials Vj are positive constants for all
j = 1, 2, · · · , d, multi-species nonlinear Schrödinger systems (1.1) have been stud-
ied extensively in the pase two decades after the pioneer work [41]. By using
variational methods, Lyapunov-Schmidt reduction methods or bifurcation meth-
ods, various theorems, about the existence, multiplicity and qualitative properties
of nontrivial solutions of autonomous multi-species nonlinear Schrödinger systems
like (1.1), have been established in the literature under various assumptions on the
coupling parameters. Since it seems almost impossible for us to provide a complete
list of references, we refer the readers only to [2,3,6–10,16–18,22,23,25,26,31,32,34,
38,39,43–49,55,67,68,71–73,77] and the references therein for the two coupled case
d = 2, [24,28–30,42,50,57,59,62–64] and the references therein for the multi-coupled
case d ≥ 3 with the purely repulsive couplings or the purely attractive couplings
and [11–15, 21, 27, 33, 41, 51, 56, 58, 60, 61, 65, 74] and the references therein for the
multi-coupled case d ≥ 3 with the mixed couplings. Here, we call the couplings
{βi,j} is purely repulsive if βi,j < 0 for all i 6= j, we call the couplings {βi,j} is
purely attractive if βi,j > 0 for all i 6= j and we call the couplings {βi,j} is mixed
if there exist (i1, j1) and (i2, j2) such that βi1,j1 > 0 and βi2,j2 < 0.

In the non-autonomous case, it is well known nowadays that the magnetic trap-
ping potentials will play important roles in constructing nontrivial solutions of
nonlinear Schrödinger equations or systems, see, for example, [5,19,20,35,50,52,53,
66,69,76] and the references therein. In particular, in [76], Wei and Yan constructed
infinitely many nonradial positive solutions of the nonlinear Schrödinger equation,{

−∆u+ V (x)u = |u|p−1u in RN ,
u(x)→ 0 as |x| → +∞,

(1.3)

where V (x) satisfies the assumption:

(V∗) V (x) > 0 is continuous and radial with V (x) = 1 + δ
|x|ν +O

(
1

|x|ν+ε

)
as

|x| → +∞, where δ ∈ R and ν > 1 and ε > 0.
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Let us briefly sketch Wei and Yan’s construction in [76]. Let wj be the unique (up
to translations) positive solution of the following equation:

−∆u+ λju = µju
3 in RN ,

u(x) > 0 in RN ,
u(x)→ 0 as |x| → +∞,

(1.4)

where j = 1, 2, · · · , d. Then it is well known that there exists AN,j > 0, which only
depends on N and j, such that

wj(x) = AN,j(1 +O(|x|−1))|x|
1−N

2 e−
√
λj |x| as |x| → +∞. (1.5)

For the sake of clarity, we denote wj = w̃j in the partially symmetric case λj = 1
for all j and we denote wj = w in the totally symmetric case λj = 1 and µj = 1 for

all j. Then by the assumption (V∗), (1.4) and (1.5),
∑ϑ
t=1 w(x − ηt) + v∗ is very

close to a genuine solution of (1.3) if

min
t6=s
|ηt − ηs| → +∞ and min

t
|ηt| → +∞

as ϑ→ +∞ by the Lyapunov-Schmidt reduction, where ϑ ∈ N, t = 1, 2, · · · , ϑ and

v∗ is much smaller than the approximation
∑ϑ
t=1 w(x− ηt) in a suitable sense. To

prove
∑ϑ
t=1 w(x − ηt) + v∗ is a genuine solution of (1.3), the adjustment of the

locations of {ηt} is needed. In [76], the key idea is to put {ηt} on a circle with a
large radius, which are invariant under the action of a discrete subgroup of SO(N),
to reduce the number of parameters in adjusting {ηt} and using ϑ, the number
of spikes, as a parameter in the construction of spiked solutions of (1.3). More
precisely, Wei and Yan choose ηt = ρϑξt where ρϑ ∼ ϑ log ϑ is the radius and the
locations ξt satisfies

ξt =

(
cos

(
2(t− 1)π

ϑ

)
, sin

(
2(t− 1)π

ϑ

)
, 0

)
. (1.6)

Then the adjustment of the locations of {ηt} is reduced to find a critical point of
the reduced energy functional of the parameter ϑ which can be solved by taking
the maximum of this reduced energy functional of the parameter ϑ over a suitable
set. We point out that generated by the fact that the building block shares the
same decaying property (1.5), the locations of {ηt} in [76] are invariant under the
rotation of the angle 2π

ϑ and this invariance is crucial in the above construction.

Wei and Yan’s idea in [76] is applied by Peng and Wang in [52], where by
Ljapunov-Schmidt reduction arguments, Peng and Wang proved that for the two
coupled case d = 2, multi-species nonlinear Schrödinger systems (1.1) has infinitely
many nonradial positive solutions in dimension three N = 3 under the following
assumptions on Vj(x),

(V0) Vj(x) > 0 is continuous and radial with Vj(x) = 1 +
δj
|x|νj + O

(
1

|x|νj+ε

)
as |x| → +∞, where δj ∈ R and νj > 1 and ε > 0,

and some further assumptions on the parameters δj and β1,2. The solutions con-
structed by Peng and Wang in [52] either look like ϑ copies of synchronized spikes( ϑ∑

t=1

aw(x− ρϑξt),
ϑ∑
t=1

bw(x− ρϑξt)
)
,
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where ξt is given by (1.6), or look like ϑ copies of segregated spikes( ϑ∑
t=1

w̃1(x− ρϑξt),
ϑ∑
t=1

w̃2(x− ρϑξ′t)
)
,

where

ξ′t =

(
cos

(
(2t− 1)π

ϑ

)
, sin

(
(2t− 1)π

ϑ

)
, 0

)
,

with ρϑ ∼ ϑ log ϑ as ϑ→ +∞ and (a, b) being the unique solution of the following
algebraic equation: {

µ1a+ β1,2b = 1,

µ2b+ β1,2a = 1.

Again, we point out that generated by the fact that the building block shares the
same decaying property (1.5), the locations of spikes in [52] are still invariant under
the rotations of the angle 2π

ϑ or π
ϑ , respectively, and these invariance is also crucial

in Peng and Wang’s construction in [52], since the adjustment of the locations of
spikes can still be reduced to find a critical point of the reduced energy functional of
the parameter ϑ which can be solved by taking the maximum of this reduced energy
functional of the parameter ϑ over a suitable set. Moreover, to our best knowledge,
there is no results about the existence of infinitely many nonradial positive solutions
of multi-species nonlinear Schrödinger systems (1.1) for the two coupled case d = 2
in the dimension two N = 2.

Peng and Wang’s results in [52] have been extended in a recent interesting pa-
per [50] by Pistoia and Vaira to the case d ≥ 3 and N = 2, 3. More precisely,
Pistoia and Vaira proved in [50], by Ljapunov-Schmidt reduction arguments too,
that there exists ϑ0 > 0 such that for every ϑ ≥ ϑ0, (1.1) has a positive solu-
tion (ũ1,ϑ, ũ2,ϑ, · · · , ũd,ϑ) for d ≥ 3 and N = 2, 3 under the following symmetry
assumption

Vi(x) = Vj(x), µi = µj, βi,j = β, for all i, j (1.7)

where Vi(x) = Vj(x) satisfies the assumption (V∗) and β satisfies the smallness
assumption

β ∈ (0, βϑ) for δ > 0 or β ∈ (−βϑ,0) for δ < 0 (1.8)

with βϑ → 0 as ϑ→ +∞. Moreover,

ũj,ϑ ∼
ϑ∑
t=1

w(x− ρϑξ̃t,j) for all j = 1, 2, · · · , d,

and (ũ1,ϑ, ũ2,ϑ, · · · , ũd,ϑ) is invariant under the rotation of the angle 2π
dϑ in R2, where

ρϑ ∼ ϑ log ϑ as ϑ→ +∞ and

ξ̃t,j =


(

cos

(
2(j − 1)π

dϑ
+

2(t− 1)π

ϑ

)
, sin

(
2(j − 1)π

dϑ
+

2(t− 1)π

ϑ

))
, N = 2,(

cos

(
2(j − 1)π

dϑ
+

2(t− 1)π

ϑ

)
, sin

(
2(j − 1)π

dϑ
+

2(t− 1)π

ϑ

)
, 0

)
, N = 3.

The idea of Pistoia and Vairia in [50] is to combine the two symmetries of the
system (1.1) under the assumption (1.7): First of all, under the condition (1.7)
the system (1.1) is invariant under any permutation of (u1, ..., ud). Secondly, the
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system (1.1) is rotationally invariant if the potentials Vj(x) are radial. Under these
two invariance, it is possible to arrange the (u1, ..., ud) first in a sector, and then
use the rotational symmetry to extend.

1.2. Main Results. The main purpose of this paper is to extend the results in
[50, 52] to obtain an almost optimal existence results of infinitely many nonradial
positive solutions of (1.1) under some mild assumptions on the potentials Vj(x)
which are more general than (V0). In particular, we shall remove the symmetry
assumption (1.7) and the smallness assumption (1.8) in [50, Theorem 1]. We also
include the results in the case of N = 2, d = 2, not covered in [52].

To state our result precisely, let us first introduce some necessary notations and
assumptions. We make the following assumptions on Vj(x):

(V1) Vj(x) > 0 is continuous and Vj(x
′, x′′) = Vj(|x′|, |x′′|) in RN , where

x′ = (x1, x2) ∈ R2 and x′′ ∈ RN−2;

(V2) Vj(x) = λj +
δj
|x|νj + O

(
1

|x|νj+ε

)
as |x| → +∞ in the C1-sense, where

λj > 0, δj ∈ R and νj , ε > 0.

Remark 1.1. In the assumptions (V1) and (V2), we do not require that the poten-
tials Vj(x) are symmetric at infinity, i.e. we do not assume that λj = λi for all
i 6= j. Note that in [50, 52] the symmetry assumption λi = λj at ∞ plays key roles
in the construction.

By rearranging if necessary, we may assume that

λ1 = · · · = λn1
< λn1+1 = · · · = λn2

< · · · < λnk−1+1 = · · · = λnk , (1.9)

where 1 ≤ n1 < n2 < · · · < nk = d and 1 ≤ k ≤ d. For the sake of simplicity,
we denote n0 = 0 and nτ = {nτ−1 + 1, nτ−1 + 2, · · · , nτ} for all τ = 1, 2, · · · , k.
By [4, Lemma 3.7] and (1.5),∫

RN
|x|−νjw2

j (· − ξ)dx = (Bj + o(1))|ξ|−νj , (1.10)∫
RN

w3
jwj(· − ξ)dx = (Cj + o(1))|ξ|

1−N
2 e−

√
λnτ |ξ|, (1.11)

∫
RN

w2
jw

2
i (· − ξ)dx =

(Dτ + o(1))|ξ|− 1
2 e−2
√
λnτ |ξ|, N = 2,

(Dτ + o(1))|ξ|−2e−2
√
λnτ |ξ| log |ξ|, N = 3,

(1.12)

for all i, j ∈ nτ with all τ = 1, 2, · · · , k,∫
RN

w2
nτw

2
nτ+1(· − ξ)dx = (D′τ + o(1))|ξ|1−Ne−2

√
λnτ |ξ| (1.13)

for all τ = 1, 2, · · · , k − 1 and∫
RN

w2
nk
w2
n1

(· − ξ)dx = (D′k + o(1))|ξ|1−Ne−2
√
λn1 |ξ|, (1.14)

as |ξ| → +∞, where Bj , Cj , Dτ and D′τ are positive constants. Moreover, it is also
well known that by (1.5), the spectrum of −∆ + λj in L2(RN ;w2

i ) is discrete for
all i, j. Let βi,j,∗ be the first eigenvalue of −∆ + λj in L2(RN ;w2

i ) and we denote
ν∗ = min{νj} and m∗ = {j = 1, 2, · · · , d | νj = ν∗}. Then our main result can be
stated as follows.



6 T. LI, J. WEI, AND Y. WU

Theorem 1.1. Let N = 2, 3, d ≥ 2, (V1)–(V2) hold and βi,j be not an eigenvalue
of −∆ + λj in L2(RN ;w2

i ) for all i, j with βj,j+1 < βj,j+1,∗ for all j. Assume that
ν∗ > 1 and the following pinching condition is satisfied

λnk < 4λn1 . (1.15)

Then (1.1) has infinitely many nonradial positive solutions, provided that one of
the following conditions are satisfied

(a)
∑
j∈m∗ Bjδj > 0, and

∑nτ−1
j=nτ−1+1 βj,j+1 > 0, βnτ ,nτ+1 > 0 for all τ =

1, 2, · · · , k − 1,
(b)

∑
j∈m∗ Bjδj < 0, and

∑nτ−1
j=nτ−1+1 βj,j+1 < 0, βnτ ,nτ+1 < 0 for all τ =

1, 2, · · · , k − 1 in the case of d ≥ 3,
(c)

∑
j∈m∗ Bjδj > 0, and −2π−

1
2D−1

1 C1 < β1,2 < 0 in the case of N = 2
and d = 2 with λ1 = λ2 while, β1,2 < 0 in the cases of N = 3 and d = 2 or
N = 2 and d = 2 with λ1 6= λ2,

(d)
∑
j∈m∗ Bjδj < 0, and β1,2 < −2π−

1
2D−1

1 C1 < 0 in the case of N = 2
and d = 2 with λ1 = λ2,

where Bj , Cj , Dτ > 0 are given by (1.10), (1.11), and (1.12), respectively.

In what follows, let us give several corollaries of Theorem 1.1 to make it to be
easier to understand.

Corollary 1.1. Let N = 2, 3, d = 2 and suppose that the assumptions (V1)–(V2)
hold. If minj=1,2 νj > 1 and λ2 < 4λ1 then

(1) for N = 2, (1.1) has infinitely many nonradial positive solutions, provided
(a)

∑
j∈m∗ Bjδj > 0 and 0 < β1,2 < β1,2,∗,

(b)
∑
j∈m∗ Bjδj > 0 and β1,2 < 0 in the case of λ1 6= λ2,

(c)
∑
j∈m∗ Bjδj > 0 and −2π−

1
2D−1

1 C1 < β1,2 < 0 in the case λ1 = λ2,

(d)
∑
j∈m∗ Bjδj < 0 and β1,2 < −2π−

1
2D−1

1 C1 < 0 in the case of λ1 =
λ2,

(2) for N = 3, (1.1) has infinitely many nonradial positive solutions, provided∑
j∈m∗ Bjδj > 0 and β1,2 < β1,2,∗.

By (1) of Corollary 1.1, one can see that for the two coupled case d = 2, multi-
species nonlinear Schrödinger systems (1.1) has infinitely many nonradial positive
solutions in dimension two N = 2, under some suitable conditions on the potentials
Vj(x), if the coupling paramter β1,2 is not very large. Moreover, when the crossing

happens at infinlty, that is, λ1 = λ2, then −2π
1
2D−1

1 C1 is a jumping point of β1,2

for the existence of infinitely many nonradial positive solutions. (2) of Corollary 1.1
is a generalization of [52, Theorem 1.2] in two fronts. First of all, we allow λ2 <
4λ1 in Corollary 1.1 while the symmetric condition λ1 = λ2 is assumed in [52,
Theorem 1.2]. Secondly, we give a description of β∗, whose existence is asserted
in [52, Theorem 1.2], by proving that β∗ ≥ β1,2,∗. In the symmetric condition
λ1 = λ2, by rearranging, it is well known that β1,2,∗ = min{µ1, µ2}.

Next we discuss the case of N = 2, d = 3.

Corollary 1.2. Let N = 2, d = 3, λ1 < λ2 = λ3. Suppose that the assumptions
(V1)–(V2) hold and βi,j is not an eigenvalue of −∆ + λj in L2(RN ;w2

i ) for all
i, j = 1, 2, 3 and i 6= j with βj,j+1 < βj,j+1,∗ for all j = 1, 2. If minj=1,2,3 νj > 1
and λ3 < 4λ1 then (1.1) has infinitely many nonradial positive solutions, provided
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(a)
∑
j∈m∗ Bjδj > 0 and β1,2 > 0,

(b)
∑
j∈m∗ Bjδj < 0 and β1,2 < 0.

Corollary 1.3. Let N = 2, d = 3, λ1 = λ2 < λ3. Suppose that the assumptions
(V1)–(V2) hold and βi,j is not an eigenvalue of −∆ + λj in L2(RN ;w2

i ) for all
i, j = 1, 2, 3 and i 6= j with βj,j+1 < βj,j+1,∗ for all j = 1, 2. If minj=1,2,3 νj > 1
and λ3 < 4λ1 then (1.1) has infinitely many nonradial positive solutions, provided

(a)
∑
j∈m∗ Bjδj > 0 and β1,2 + β2,3 > 0, β1,2 > 0,

(b)
∑
j∈m∗ Bjδj < 0 and β1,2 + β2,3 < 0, β1,2 < 0.

Corollary 1.4. Let N = 2, d = 3, λ1 < λ2 < λ3. Suppose that the assumptions
(V1)–(V2) hold and βi,j is not an eigenvalue of −∆ + λj in L2(RN ;w2

i ) for all
i, j = 1, 2, 3 and i 6= j with βj,j+1 < βj,j+1,∗ for all j = 1, 2. If minj=1,2,3 νj > 1
and λ3 < 4λ1 then (1.1) has infinitely many nonradial positive solutions, provided

(a)
∑
j∈m∗ Bjδj > 0 and β1,2, β2,3 > 0,

(b)
∑
j∈m∗ Bjδj < 0 and β1,2, β2,3 < 0.

By Corollaries 1.2, 1.3 and 1.4, we can see that for the three-coupled case d = 3,
under some suitable conditions on the potentials Vj(x), multi-species nonlinear
Schrödinger systems (1.1) in dimension two N = 2 has infinitely many nonradial
positive solutions with some suitable restrictions only on β1,2 and β2,3, which also
allows the couplings {βi,j} to be mixed.

Finally in the case of d ≥ 3 we have the following

Corollary 1.5. Let N = 2, 3, d ≥ 3 and suppose that the assumptions (V1)–(V2)
hold. If λj = λ, µj = µ, δj = δ and νj = ν > 1 for all j, βi,j = β for all i, j, then
(1.1) has infinitely many nonradial positive solutions, provided

(a) δ > 0 and β < µ,
(b) δ < 0 and β < 0.

Corollary 1.5 is a generalization of [50, Theorem 1.1] in the sense that, we remove
the smallness assumption (1.8) in [50, Theorem 1] by giving a uniformly upper
bound of β for the existence of infinitely many nonradial positive solution of (1.1)
in the case of δ > 0 and by showing that there is no lower bound of β for the
existence of infinitely many nonradial positive solution of (1.1) in the case of δ < 0.

1.3. Further remarks. Our strategy is still to use the Ljapunov-Schmidt reduc-
tion arguments to construct infinitely many solutions of (1.1). In this procedure,
by the assumption (V2), (1.4) and (1.5),

W = (

ϑ∑
t=1

w1(x− ηt,1),

ϑ∑
t=1

w2(x− ηt,2), · · · ,
ϑ∑
t=1

wd(x− ηt,d))

is a natural approximation of (1.1) if

min
(t,j)6=(s,i)

|ηt,j − ηs,i| → +∞ and min
t,j
|ηt,j | → +∞

as ϑ → +∞. To continue, we need to construct a correction ṽ∗ which is much
smaller than the approximation W in a suitable sense and then, to prove that
W + ṽ∗ is a genuine solution of (1.1) by adjusting the locations of {ηt,j}.

As that in [50, 52, 76], we want to put {ηt,j} on a circle with a large radius
ρ to reduce the number of parameters in adjusting the locations of {ηt,j} and
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using the number of bumps of the solutions, as a parameter in the construction
of spiked solutions of (1.1). In [50, 52, 76], the locations of {ηt,j} are constructed
to be invariant under the rotation of the angles 2π

ϑ or π
ϑ , respectively. Thus, the

adjustment of the locations of {ηt,j} will be reduced to the solvability of a one-
dimensional equation of ϑ under these invariance. However, we do not assume
λj ≡ λ for all j or βi,j ≡ β for all i and j in Theorem 1.1, thus, the limit
system of (1.1) at infinity can not be rotationally invariant anymore. This
requires us to introduce more parameters in adjusting the locations of {ηt,j}. Note
that the parameter ρ used in [50, 52, 76] is in the normal direction of the circle.
Therefore, we shall introduce another d parameters in the tangential direction of
the circle in adjusting the locations of {ηt,j}. The locations of the spikes {ηt,j}
is roughly summarized in the Figure 1 and we refer the readers to (2.1) for more
details.

Figure 1. The locations of {ηt,j}

As pointed out in [50], due to the linear coupling term, the correction ṽ∗ needs
to be divided into two parts, say Q∗ (the main term) and v∗∗ (the high order term),
even in the symmetric case where the potentials Vj(x) = Vi(x) for all j, i satisfy
the symmetric condition (V∗). In this paper, by using the representation
formula and making careful and almost sharp estimates, we find out the
leading term of the main term of the correction in the reduced problem
in the general case (V1)–(V2), see Lemma 6.2 for more details. This gives
a precise expansion of the reduced energy functional up to the leading order term
in the general case (V1)–(V2). Surprisingly, our estimates show that due to the
crossing interaction among the peaks of different components for i, j ∈ nτ with all
τ = 1, 2, · · · , k, the correction ṽ∗ can be negligible in the reduced energy functional
for these terms labelled by j 6= nτ and the main terms of the correction do have con-
tributions to the reduced energy functional for these terms labelled by j = nτ , see
(6.8) and (6.9) for more details. With these two precise expansions of the reduced
energy functional up to the leading order term, we observed that, according to our
construction of {ηt,j}, there is only the interaction among the peaks of different

components in the tangential direction. Moreover, if
∑nτ−1
j=nτ−1+1 βj,j+1 > 0 and
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βnτ ,nτ+1 > 0 for all τ = 1, 2, · · · , k − 1, then the reduced energy functional takes

maximum in this direction while, if
∑nτ−1
j=nτ−1+1 βj,j+1 < 0 and βnτ ,nτ+1 < 0 for all

τ = 1, 2, · · · , k−1, then the reduced energy functional takes minimum in this direc-
tion. Thus, according to the assumption (1.9), the balanced conditions in the tan-
gential direction should obey the relations |ηt,j−1−ηt,j | = (1+o(1))|ηt,j−ηt,j+1| for
all j = nτ−1+2, · · · , nτ−1 with all τ = 1, 2, · · · , k, |ηt,nτ−1−ηt,nτ | > |ηt,nτ−ηt,nτ+1|
for all τ = 1, 2, · · · , k − 1 and |ηt,nk−1 − ηt,nk | = (1 + o(1))|ηt,n1−1 − ηt,n1

|. We
refer the readers to the Figure 1 for a better understanding of the balanced condi-
tions in the tangential direction stated above. On the other hand, as that observed
in [50,52], the potential effect, the interplay between peaks of the same component
and the interaction among the peaks of different components will compete in the
normal direction. For d ≥ 3, thanks to the precise expansion of the reduced energy
functional up to the leading order term in the general case (V1)–(V2), we observed
that the interaction among the peaks of different components always dominates
the interplay between peaks of the same component. Thus, the competition in the
normal direction is reduced to the potential effect and the interaction among the
peaks of different components for d ≥ 3, which help us to give a positive an-
swer to the conjecture in [50] and remove the smallness assumption (1.8)
in [50, Theorem 1.1] even in the general case (V1)–(V2). For d = 2, again,
thanks to the precise expansion of the reduced energy functional up to the leading
order term in the general case (V1)–(V2), we observed that the situation is com-
pleted different, that is, the interplay between peaks of the same component always
dominates the interaction among the peaks of different components except in the
symmetric case λ1 = λ2 of dimension two N = 2 while, in this case, according to the
crossing phenomenon of the interaction among the peaks of different components,
the interplay between peaks of the same component and the interaction among the
peaks of different components are the same order term. Thus, the competition in
the normal direction is always reduced to the potential effect and the interaction
among the peaks of the same component for d = 2 except in the symmetric case
λ1 = λ2 of dimension two N = 2 while, in this case, the second term is generated
by the competition of the interplay between peaks of the same component and
the interaction among the peaks of different components. Roughly speaking, in
the normal direction, if the interplay between peaks of the same component dom-
inates the interaction among the peaks of different components then the reduced
energy functional takes maximum in this direction for

∑
j∈m∗ Bjδj > 0 while, the

reduced energy functional takes minimum in this direction for
∑
j∈m∗ Bjδj < 0 if

the interaction among the peaks of different components dominates the interplay
between peaks of the same component. Now, summarizing the above observations,
we can use variational arguments to find out the balanced conditions in the normal
direction and in the tangential direction to solve the reduced problem by taking
the maximum of the reduced energy functional over a suitable set in the case (a)
of Theorem 1.1 and taking the minimum of the reduced energy functional over a
suitable set in the cases (b) and (d) of Theorem 1.1 while, a min-max variational
argument to the reduced energy functional over a suitable set is needed in the
case (c) of Theorem 1.1, see Proposition 6.1 for more details. We remark that
the reduced problem is much more delicate than that of [50, 52, 76] and
the competition of the interplay between peaks of the same component
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and the interaction among the peaks of different components also gener-
ates a new phenomenon for N = 2 and d = 2, that is, there is a jumping
point of the coupling β1,2 for the existence of infinitely many nonradial
positive solutions of (1.1) in the symmetric case λ1 = λ2, which has never
been observed in the literature to our best knowledge.

It is also worth pointing out that the conditions (a)–(d) is almost optimal since
these conditions completely capture the leading order terms of the reduced energy
functional. Moreover, the conditions βj,j+1 < βj,j+1,∗ for all j also seems to
be necessary in constructing infinitely many nonradial positive solutions of (1.1),
since the potential solution U = W + Q∗ + v∗∗, constructed by us in the proof of
Theorem 1.1, can not be positive anymore for ϑ sufficiently large if βj,j+1 > βj,j+1,∗
for some j, see Remark 6.1 for more details. Thus, it will be very interesting to
construct infinitely many nonradial positive solutions of (1.1) if βj,j+1 > βj,j+1,∗
for some j. On the other hand, the pinching condition (1.15) is also crucial in our
construction of the correction ṽ∗ in proving Theorem 1.1, which can be understood
as a condition that the natural approximation W is very close to a genuine solution
of (1.1), since the natural approximation W dominates every step of our construc-
tion under this condition. We believe this pinching condition (1.15) is optimal
in the constructions of solutions of (1.1) which are started from the natural ap-
proximation W. Thus, it will also be very interesting to construct infinitely many
nonradial positive solutions of (1.1) without this pinching condition (1.15).

A very challenging problem for (1.1) is the existence of infinitely many positive
solutions when the potentials Vj(x) are not radially symmetric. In [36], infinitely
many nonradial positive solutions are constructed to the single scalar equation (1.3)
with nonradial potential V (x) satisfying the decaying property as same as that of
(V0). In a future work, we will remove all the radial symmetries of potentials for
the full system (1.1).

Notations. Throughout this paper, C and C ′ are indiscriminately used to denote
various absolutely positive constants. a ∼ b means that C ′b ≤ a ≤ Cb and a . b
means that a ≤ Cb.

2. The first approximation

For every j ∈ nτ with τ = 1, 2, · · · , k, we define

ξt,j =


(

cos

(
θj +

2(t− 1)π

ϑ

)
, sin

(
θj +

2(t− 1)π

ϑ

))
, N = 2,(

cos

(
θj +

2(t− 1)π

ϑ

)
, sin

(
θj +

2(t− 1)π

ϑ

)
, 0

)
, N = 3,

(2.1)

where θj =
∑j−1
i=0 αi with α0 = o(ϑ−1), t = 1, 2, · · · , ϑ for ϑ ∈ N sufficiently large

and

αj ∼
2π

ϑ
−
d−1∑
i=0

αi ∼
1

ϑ
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for all j = 1, 2, · · · , d− 1. For the sake of simplicity, we denote αd = 2π
ϑ −

∑d−1
i=0 αi.

For every j ∈ nτ with τ = 1, 2, · · · , k, we also define

Wj =

ϑ∑
t=1

w̃t,j

where w̃t,j = wj(rt,j) with rt,j = |x− ρjξt,j | and ρτ > 0 sufficiently large satisfying

ρnτ−1+1 = ρnτ−1+2 = · · · = ρnτ = ρ+O(1) for all τ = 1, 2, · · · , k
with ρ ∼ ϑ log ϑ being chosen later. By the definition of ξt,j and the radial symmetry
of wj , we know that Wj is invariant under the rotation of the angle 2π

ϑ for every
j ∈ nτ with all τ = 1, 2, · · · , k. We denote

ηt,j = ρjξt,j .

Then for ϑ > 0 sufficiently large, by the geometry of the constructions of {ξt,j},

ηt,j − ηs,i = 2ρ sin

(∣∣∣∣θj − θi2
+

(t− s)π
ϑ

∣∣∣∣)+ h.o.t.

for all (t, j) 6= (s, i). In particular,

η̃j = min
m 6=n
|ηm,j − ηn,j | = |η1,j − η2,j | =

2πρ

ϑ
+ h.o.t.. (2.2)

If nτ − nτ−1 > 1, then we can define

η̂τ = min
i 6=j;i,j∈nτ ;m,n∈N

|ηm,i − ηn,j | = ρα̂τ + h, o, t., (2.3)

where

α̂τ = min{ min
nτ−1+1≤j<nτ

αj ,
2π

ϑ
−

nτ−1∑
j=nτ−1+1

αj}.

Clearly, η̂τ < η̃j for all j ∈ nτ and all τ = 1, 2, · · · , k. Finally, we denote

η̂ = min
(m,i) 6=(n,j)

|ηm,i − ηn,j | and α̂ = min
1≤j≤d

αj . (2.4)

For every j = 1, 2, · · · , d, we define

Uj = Wj + ϕj ,

then by (1.9), U = (U1, U2, · · · , Ud) is a solution of (1.1) if and only if ϕ =
(ϕ1, ϕ2, · · · , ϕd) is a solution of the following system:

Lj(ϕ) =

3∑
l=1

Ej,l +Nj , in RN ,

ϕj(x)→ 0 as |x| → +∞, j = 1, 2, · · · , d,
(2.5)

where

Lj(ϕ) = −∆ϕj + Vj(x)ϕj − 3µjW
2
j ϕj −

d∑
i=1;i6=j

βi,j(W
2
i ϕj + 2WiWjϕi)

is the linear operator,

Ej,1 = (λj − Vj(x))Wj , Ej,2 = µj(W
3
j −

ϑ∑
t=1

w3
t,j), Ej,3 =

d∑
i=1;i 6=j

βi,jW
2
i Wj (2.6)
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are the errors and

Nj =

d∑
i=1;i 6=j

βi,j(2Wiϕiϕj +Wjϕ
2
i + ϕ2

iϕj) + 3µjWjϕ
2
j + µjϕ

3
j

is the nonlinear part.

Lemma 2.1. Suppose the assumptions (V1)–(V2) hold. If λnk < 4λn1
under the

condition (1.9) then for ϑ sufficiently large, we have

|Ej,1| . ρ−νj
( ϑ∑
t=1

(1 + rt,j)
−(N−1

2 −σ)e−
√
λnτ rt,jχ

{rt,j≤
η̃j
2 }

+

( ϑ∑
t=1

(1 + rt,j)
−(N−1

2 −σ)e−
√
λnτ rt,j

)
χ
∩ϑt=1{rt,j≥

η̃j
2 }

)
, (2.7)

|Ej,2| . η̃
1−N

2
j e−

√
λnτ η̃j

( ϑ∑
t=1

(1 + rt,j)
−(N−1

2 −σ)e−
√
λnτ rt,jχ

{rt,j≤
η̃j
2 }

+

( ϑ∑
t=1

(1 + rt,j)
−(N−1

2 −σ)e−
√
λnτ rt,j

)
χ
∩ϑt=1{rt,j>

η̃j
2 }

)
(2.8)

and

|Ej,3| . η̂
1−N

2 e−
√
λn1

η̂

( k∑
τ=1

nτ∑
i=nτ−1+1

ϑ∑
t=1

(1 + rt,i)
−(N−1

2 −σ)e−
√
λnτ rt,iχ{rt,i≤δη̂}

+

( k∑
τ=1

nτ∑
i=nτ−1+1

ϑ∑
t=1

(1 + rt,i)
1−N

2 e−ς
√
λnτ rt,i

)
χ∩di=1∩ϑt=1{rt,i>δη̂}

)
, (2.9)

where σ > max{νj , 1}, ς ∈ (0, 1) is sufficiently small such that

(2− ς)
√
λn1
≥
√
λnτ for all τ = 2, 3, · · · , k. (2.10)

and

δ ∈
(

0,

√
λn2
−
√
λn1√

λn2
− ς
√
λn1

)
. (2.11)

Proof. Let us begin with the proof by estimating |Ej,1|. For |x| < ρ
3 , by the triangle

inequality, we have rt,j = |x − ηt,j | ≥ ρ
2 & η̃j for all t, where η̃j is given by (2.2).

Thus, by the assumptions (V1) and (V2) and (1.5),

|Ej,1| .
ϑ∑
t=1

r
1−N

2
t,j e−

√
λnτ rt,j . ρ−σ

ϑ∑
t=1

r
−(N−1

2 −σ)
t,j e−

√
λnτ rt,j (2.12)

for |x| < ρ
3 . For |x| ≥ ρ

3 , by the assumption (V2) and (1.5),

|Ej,1| . ρ−νj
ϑ∑
t=1

(1 + rt,j)
−N−1

2 e−
√
λnτ rt,j . (2.13)
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Now if rt,j ≤ η̃j
2 for some t, then rs,j ≥ η̃j

2 for all s 6= t and |x| ≥ |ηt,j | − rt,j ≥ ρ
3 .

Thus, by similar arguments as that used in [75, Lemma 2.1],

ϑ∑
s=1

(1 + rs,j)
1−N

2 e−
√
λnτ rs,j . (1 + rt,j)

1−N
2 e−

√
λnτ rt,j , (2.14)

if rt,j ≤ η̃j
2 for some t, which, together with (2.13), implies

|Ej,1| . ρ−νj (1 + rt,j)
−(N−1

2 −σ)e−
√
λnτ rt,j (2.15)

for |x| ≥ ρ
3 and rt,j ≤ η̃j

2 for some t. On the other hand, if |x| ≥ ρ
3 and rt,j >

η̃j
2

for all t, then by (2.13),

|Ej,1| . ρ−νj
( ϑ∑
t=1

(1 + rt,j)
−(N−1

2 −σ)e−
√
λnτ rt,j

)
. (2.16)

Thus by (2.12), (2.15) and (2.16), we have (2.7). We next estimate |Ej,2|. By
(2.14), it is easy to see that

|Ej,2| ∼
∑
m 6=n

w̃2
m,jw̃n,j +

∑
m 6=n,m6=l,n6=l

w̃m,jw̃n,jw̃l,j ∼
∑
m 6=n

w̃2
m,jw̃n,j (2.17)

if rt,j ≤ η̃j
2 for some t. In this case, rs,j ≥ η̃j

2 for all s 6= t. Thus, similar as (2.14),
by similar arguments as that used in [75, Lemma 2.1],∑

m 6=n;n,m 6=t

w̃2
m,jw̃n,j . η̃

3(1−N)
2

j

∑
m6=n,n,m 6=t

e−
√
λnτ (2rm,j+rn,j)

. η̃
3(1−N)

2
j (

∑
m6=t

e−
√
λnτ rm,j )2

∑
n 6=t

e−
√
λnτ rn,j

. η̃
3(1−N)

2
j e−

√
λnτ η̃je−

√
λnτ

η̃j
2

. η̃1−N
j e−

√
λnτ η̃j (1 + rt,j)

−(N−1
2 −σ)e−

√
λnτ rt,j .(2.18)

Similarly,∑
m 6=t

w̃2
m,jw̃t,j . (1 + rt,j)

1−N
2 e−

√
λnτ rt,j

∑
m 6=t

r1−N
m,j e

−2
√
λnτ rm,j

. η̃1−N
j (

∑
m6=t

e−
√
λnτ rm,j )2(1 + rt,j)

1−N
2 e−

√
λnτ rt,j

. η̃1−N
j e−

√
λnτ η̃j (1 + rt,j)

−(N−1
2 −σ)e−

√
λnτ rt,j (2.19)

and ∑
m 6=t

w̃2
t,jw̃m,j . (1 + rt,j)

1−Ne−
√
λnτ rt,j

∑
m 6=t

r
1−N

2
m,j e

−
√
λnτ (rm,j+rt,j)

. η̃
1−N

2
j (

∑
m 6=t

e−
√
λnτ |ηm,j−ηt,j |)(1 + rt,j)

1−Ne−
√
λnτ rt,j

. η̃
1−N

2
j e−

√
λnτ η̃j (1 + rt,j)

−(N−1
2 −σ)e−

√
λnτ rt,j . (2.20)

Thus, by (2.17),

|Ej,2| . η̃
1−N

2
j e−

√
λnτ η̃j (1 + rt,j)

−(N−1
2 −σ)e−

√
λnτ rt,j
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if rt,j ≤ η̃j
2 for some t. If rt,j >

η̃j
2 for all t, then

|Ej,2| .
( ϑ∑
s=1

w̃s,j
)2 ϑ∑

t=1

w̃t,j

. η̃1−N
j e−

√
λnτ η̃j

ϑ∑
t=1

(1 + rt,j)
−N−1

2 e−
√
λnτ rt,j

. η̃1−N
j e−

√
λnτ η̃j

ϑ∑
t=1

(1 + rt,j)
−(N−1

2 −σ)e−
√
λnτ rt,j . (2.21)

Thus, by (2.20) and (2.21), we have (2.8). We finally estimate |Ej,3|. Clearly, by
(2.6),

|Ej,3| = |Ej,3,1 + Ej,3,2|

.
∑

i∈nτ ,i6=j

∑
n,m

w̃2
m,iw̃n,j +

∑
i∈n′τ ,τ 6=τ ′

∑
n,m

w̃2
m,iw̃n,j ,

where

Ej,3,1 =
∑

i∈nτ ,i6=j

∑
n,m

βi,jw̃
2
m,iw̃n,j and Ej,3,2 =

∑
i∈n′τ ,τ 6=τ ′

∑
n,m

βi,jw̃
2
m,iw̃n,j .

For Ej,3,1, the estimate is similar to that of Ej,2. The difference is that we shall use
η̂τ in stead of η̃j according to the construction of ξt,j , where η̂τ is given by (2.3).

Let us sketch the estimates of Ej,3,1. If rn,j ≤ η̂τ
2 for some n, then rm,i ≥ η̂τ

2 for
all i ∈ nτ with (m, i) 6= (n, j). Now, by similar estimates of (2.18),

|Ej,3,1| .
∑

i∈nτ ,i6=j

∑
l,m

w̃2
m,iw̃l,j

. η̂1−N
τ e−

√
λnτ η̂τ (1 + rn,j)

−(N−1
2 −σ)e−

√
λnτ rn,j . (2.22)

If rm,i ≤ η̂τ
2 for some i and m then rn,l ≥ η̂τ

2 for all l ∈ nτ with (n, l) 6= (m, i).
Then by similar estimates of (2.20),

|Ej,3,1| .
∑

l∈nτ ,l 6=j

ϑ∑
p=1

w̃2
p,l

ϑ∑
n=1

w̃n,j

. w̃2
m,i

ϑ∑
n=1

w̃n,j

. η̂
1−N

2
τ e−

√
λnτ η̂τ (1 + rm,i)

−(N−1
2 −σ)e−

√
λnτ rm,i . (2.23)

If rt,l ≥ η̂τ
2 for all t and l, then by similar estimates of (2.21),

|Ej,3,1| . η̂1−N
τ e−

√
λnτ η̂τ

ϑ∑
t=1

(1 + rt,j)
−(N−1

2 −σ)e−
√
λnτ rt,j ,
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which, together with (2.22) and (2.23), implies that

|Ej,3,1| . η̂
1−N

2
τ e−

√
λnτ η̂τ

(∑
i∈nτ

ϑ∑
t=1

(1 + rt,i)
−(N−1

2 −σ)e−
√
λnτ rt,iχ{rt,i≤ η̂τ2 }

+

( ϑ∑
t=1

(1 + rt,j)
−(N−1

2 −σ)e−
√
λnτ rt,j

)
χ∩i∈nτ∩ϑt=1{rt,i>

η̂τ
2 }

)
. (2.24)

For Ej,3,2, the estimate is slightly different from that of Ej,2 and Ej,3,1. Note that
Ej,3,2 exists only when λnk > λn1

, thus, we always assume λnk > λn1
in estimating

|Ej,3,2|. By (2.10), it is easy to check that δ < 1
2 . If rn,j ≤ δη̂ for some n, then

rt,l ≥ (1 − δ)η̂ for all (t, l) 6= (n, j), where η̂ is given by (2.4). Thus, by similar
estimates of (2.18) and (2.19),

|Ej,3,2| .
∑

i∈n′τ ,τ 6=τ ′

∑
l,m

w̃2
m,iw̃l,j

.
∑

i∈n′τ ,τ 6=τ ′

ϑ∑
m=1

w̃2
m,iw̃n,j +

∑
i∈n′τ ,τ 6=τ ′

∑
l,m;l 6=n

w̃2
m,iw̃l,j

. η̂1−Ne−2(1−δ)
√
λn1

η̂(1 + rt,j)
−(N−1

2 −σ)e−
√
λnτ rn,j . (2.25)

If rm,i ≤ δη̂ for some i and m then rp,l ≥ (1− δ)η̂ for all (p, l) 6= (m, i). Moreover,
by (2.11), √

λnτ rn,j + ς
√
λn′τ rm,i ≥ ((1− δ)

√
λnτ + ςδ

√
λn′τ )η̂

≥ ((1− δ)
√
λn2 + ςδ

√
λn1)η̂

≥
√
λn1 η̂

for all n,m and i, j with τ ′ < τ . Furthermore, if we suppose

|x− ηt,j | = min
1≤n≤ϑ

|x− ηn,j |

without loss of generality, then by (2.10) and similar estimates of (2.14),

|Ej,3,2| .
∑

l∈n′′τ ,τ ′′ 6=τ

ϑ∑
p=1

w̃2
p,lw̃t,j

.
∑

l∈n′′τ ,τ ′′<τ

ϑ∑
p=1

w̃2
p,lw̃t,j +

∑
l∈n′′τ ,τ ′′>τ

ϑ∑
p=1

w̃2
p,lw̃t,j

. η̂
1−N

2

∑
l∈n′′τ ,τ ′′<τ

ϑ∑
p=1

(1 + rp,l)
1−N

2 e
−(2−ς)

√
λn′τ

rp,le
−(
√
λnτ rt,j+ς

√
λn′τ

rp,l)

+η̂1−Ne−2(1−δ)
√
λn1 η̂(1 + rm,i)

1−N
2 e−

√
λnτ rt,j

. η̂
1−N

2 e−
√
λn1

η̂(1 + rm,i)
−(N−1

2 −σ)e−
√
λnτ rm,i . (2.26)

If rp,l ≥ δη̂ for all p and l then by the construction of {ηt,j} and (2.10),

2
√
λn′τ rm,i +

√
λnτ rn,j ≥

√
λnτ |ηn,j − ηm,i|+ (2

√
λn′τ −

√
λnτ )rm,i(2.27)

≥
√
λn1
|ηn,j − ηm,i|+ ς

√
λn′τ rm,i.
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It follows that

|Ej,3,2| .
∑

l∈n′′τ ,τ ′′ 6=τ

∑
n,p

w̃2
p,lw̃n,j

. η̂
1−N

2

∑
m,i

(1 + rm,i)
1−Ne

−ς
√
λn′τ

rm,i
ϑ∑
n=1

e−
√
λn1 |ηn,j−ηm,i|

. η̂
1−N

2 e−
√
λn1

η̂
∑
m,i

(1 + rm,i)
1−Ne

−ς
√
λn′τ

rm,i

. η̂
1−N

2 e−
√
λn1

η̂
∑
m,i

(1 + rm,i)
1−Ne−ε

√
λnτ rm,i , (2.28)

where we choose ε < ς
2 . Thus, by (2.25), (2.26) and (2.28),

|Ej,3,2| . η̂
1−N

2 e−
√
λn1

η̂

( k∑
τ=1

nτ∑
i=nτ−1+1

ϑ∑
t=1

(1 + rt,i)
−(N−1

2 −σ)e−
√
λnτ rt,iχ{rt,i≤δη̂}

+

( k∑
τ=1

nτ∑
i=nτ−1+1

ϑ∑
t=1

(1 + rt,i)
1−N

2 e−ε
√
λnτ rt,i

)
χ∩di=1∩ϑt=1{rt,i≥δη̂}

)
,

which, together with (2.24), implies that (2.9) holds. �

3. Linear theory

We introduce the norms

‖ϕ‖\,j =

k∑
τ=1

nτ∑
i=nτ−1+1

ϑ∑
t=1

sup |ϕ|(1 + rt,i)
(N−1

2 −σ)e
√
λnτ rt,iχ{rt,i≤δη̂}

+ sup
|ϕ|∑k

τ=1

∑nτ
i=nτ−1+1

∑ϑ
t=1(1 + rt,i)

1−N
2 e−ε

√
λnτ rt,i

χ∩di=1∩ϑt=1{rt,i>δη̂}

and

‖ϕ‖],j =

k∑
τ=1

nτ∑
i=nτ−1+1

ϑ∑
t=1

sup |ϕ|(1 + rt,i)
(N−1

2 −σ−1)e
√
λnτ rt,iχ{rt,i≤δη̂−1}

+ sup
|ϕ|∑k

τ=1

∑nτ
i=nτ−1+1

∑ϑ
t=1(1 + rt,i)

1−N
2 e−ε

√
λnτ rt,i

χ∩di=1∩ϑt=1{rt,i>δη̂−1}.

We also introduce the Banach spaces

X⊥ =

d∏
j=1

X⊥j and Y⊥ =

d∏
j=1

Y⊥j ,

where

X⊥j = {u ∈ H2(RN ) | ‖u‖],j < +∞,
∫
RN

∂xlw̃t,judx = 0, u(x) = u(Θ±t x) for all l and t}

and

Y⊥j = {u ∈ L2(RN ) | ‖u‖\,j < +∞,
∫
RN

∂xlw̃t,judx = 0, u(x) = u(Θ±t x) for all l and t}
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with

Θ±t =

 cos 2(t−1)π
ϑ sin 2(t−1)π

ϑ 0

− sin 2(t−1)π
ϑ cos 2(t−1)π

ϑ 0
0 0 ±I(N−2)×(N−2)

 (3.1)

For u = (u1, u2, · · · , ud) ∈ X⊥,v = (v1, v2, · · · , vd) ∈ Y⊥, we define

‖u‖] =

d∑
j=1

‖uj‖],j , ‖v‖\ =

d∑
j=1

‖vj‖\,j .

Now we can state our main result in this section.

Proposition 3.1. Suppose the assumptions (V1)–(V2) hold and βi,j is not a eigen-
value of −∆ + λj in L2(RN ;w2

i ), that is,

−∆v + λjv = βi,jw
2
i v in RN

has no solutions in H2(RN ), then for ϑ and ρα = ρ min
1≤j≤d

αj sufficiently large,{
L(v) = h, in RN ,

v ∈ X⊥,
(3.2)

is unique solvable for every h = (h1, h2, · · · , hd) ∈ Y⊥, where

L(v) = (L1(v),L2(v), · · · Ld(v))

with

Lj(v) = −∆vj + Vj(x)vj − 3µjW
2
j vj −

d∑
i=1;i 6=j

βi,j(W
2
i vj + 2WiWjvi).

Moreover, ‖v‖] . ‖h‖\.

Proof. We start the proof by showing that there exists R0 > 0 large enough which
is independent of ϑ and ρα sufficiently large such that

|vj(x)| . (‖h‖\ + sup
t,i,l
‖vl‖L∞(∂BR0

(ηt,i)))

(∑
τ,t,i

(1 + rt,i)
1−N

2 e−ε
√
λnτ rt,i

)
(3.3)

for x ∈ RN\
⋃
t,iBR0

(ηt,i). Indeed, by (1.5), it is well known that σ(−∆+λj) = {σl}
in L2(RN ;w2

i ) with σl → +∞ as l → ∞, where σ(−∆ + λj) is the spectrum of
−∆ + λj in L2(RN ;w2

i ). Thus, ]{l | σl < βi,j} is finite. Note that it is also well
known that the Morse index of wj is one for all j. Thus, by the construction of
{ηt,j}, for ϑ and ρα sufficiently large, it is standard to use the Riesz representation

theorem to show that L(v) = h is uniquely solvable in
∏d
j=1(Hj)⊥ for every h ∈ Y⊥,

where

Hj = {u ∈ H1(RN ) |
∫
RN

∂xlw̃t,judx = 0, u(x) = u(Θ±t x) for all l and t}.

Now, by elliptic estimates, we know that vj ∈ L∞(RN ) for all j. By the assump-
tions (V1) and (V2), we can choose cj < λj such that Vj(x) ≥ 2cj > 0 in RN for all
j. By a direct computation,

−∆ϕω + cjϕω & ϕω in RN\BR0
(ηt,i) (3.4)
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for R0 > 0 sufficiently large, where

ϕω =

k∑
τ=1

nτ∑
i=nτ−1+1

ϑ∑
t=1

((1 + rt,i)
1−N

2 e−ε
√
λnτ rt,i + ωeε

√
λnτ rt,i).

Note that by (1.5), for ϑ > 0 sufficiently large,

−∆|vj |+ cj |vj | .(e−
√
λ1R0 sup

l
‖vl‖L∞(RN\

⋃
t,i BR0

(ηt,i)) + ‖hj‖\,j)

×
(∑
τ,t,i

(1 + rt,i)
1−N

2 e−ε
√
λnτ rt,i

)
(3.5)

in RN\
⋃
t,iBR0

(ηt,i) for R0 > 0 sufficiently large. Thus, by the maximum principle,

|vj(x)| .
(
e−
√
λ1R0 sup

l
‖vl‖L∞(RN\

⋃
t,i BR0

(ηt,i)) + ‖hj‖\,j + sup
t,i
‖vj‖L∞(∂BR0

(ηt,i))

)
ϕω,(3.6)

in RN\
⋃
t,iBR0(ηt,i) for every j, where we take ε > 0 sufficiently small if necessary.

In particular, by letting ω → 0, we know that

sup
l
‖vl‖L∞(RN\

⋃
t,i BR0

(ηt,i)) . e−
√
λ1R0 sup

l
‖vl‖L∞(RN\

⋃
t,i BR0

(ηt,i))

+‖h‖\ + sup
t,i,l
‖vl‖L∞(∂BR0

(ηt,i)),

which implies

sup
l
‖vl‖L∞(RN\

⋃
t,i BR0

(ηt,i)) . sup
t,i,l
‖vl‖L∞(∂BR0

(ηt,i)) + ‖h‖\.

It follows from letting ω → 0 in (3.6) once more that (3.3) holds. Recall that by
(2.10) and (2.11), δ < 1

2 . Thus, we have |x| ∼ ρ in every Bση̂(ηt,i). It follows from
the assumption (V2) and (3.3) that

−∆|vj |+ (λj − Cρ−νj )|vj |

.
(
|vj |

d∑
l=1

W 2
l +Wj

∑
l 6=j

Wl|vl|+ |hj |
)

.
(
e−
√
λ1R0 sup

t,i,l
‖vl‖L∞(∂BR0

(ηt,i)) + ‖h‖\
)( k∑

τ=1

nτ∑
l=nτ−1+1

ϑ∑
p=1

e−
√
λnτ rp,l

(1 + rp,l)(N−1
2 −σ)

)

. (e−
√
λ1R0 sup

t,i,l
‖vl‖L∞(∂BR0

(ηt,i)) + ‖h‖\)
e−
√
λnτ rt,i

(1 + rt,i)(N−1
2 −σ)

(3.7)

in every Bδη̂(ηt,i)\BR0(ηt,i) for R0 > 0 sufficiently large. Here, we also apply similar
arguments of (2.14) for the last inequality. For every τ and every j ∈ nτ , we define

φj,i,t = r
−(N−1

2 −σ)+1
t,i e−(

√
λnτ−Cρ

−νj )rt,i

for all i = 1, 2, · · · , d and t = 1, 2, · · · , ϑ. Then by direct computations,

−∆φj,i,t + (λj − Cρ−νj )φj,i,t &
φj,i,t
rt,i

> 0 in RN\BR0(ηt,i) (3.8)
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for R0 > 0 sufficiently large. Let ψ1(t) and ψ2(t) be unique solutions of the following
ODEs, respectively, {

− ψ′′1 − 2εψ′1 + ε2ψ1 = 1,

ψ1(0) = 1, ψ′1(0) = 0

and {
− ψ′′2 − 2εψ′2 + ε2ψ2 = 1,

ψ2(1) = 0, ψ′2(1) = 0,

where ε > 0 is sufficiently small. Then

ψ1(r) = ε−2 − ε−2 − 1

2
√

2
((
√

2− 1)e−(
√

2+1)εr + (
√

2 + 1)e(
√

2−1)εr)

and

ψ2(r) = ε−2 − ε−2

2
√

2
(

√
2− 1

e−(
√

2+1)ε
e−(
√

2+1)εr +

√
2 + 1

e(
√

2−1)ε
e(
√

2−1)εr).

It is easy to see that ψ′1(r) < 0 and ψ′2(r) < 0 for r ∈ (0, 1) and there exists
r0 ∈ (0, 1) such that ψ′1(r0) = ψ′2(r0). Now, let

ψ(t) =


ψ1(0)− ψ1(r0) + ψ2(r0), t ≤ 0,

ψ1(t)− ψ1(r0) + ψ2(r0), 0 < t ≤ r0,

ψ2(t), r0 < t < 1,

0, t ≥ 1,

then ψ(t) ∈ L∞(R) ∩ C1(R) ∩W 2,∞(R) is a cut-off function. Let

φ̂ω =
∑
i,t

φj,i,tψ(rt,i − δη̂ + 1) + (ψ1(0)− ψ1(r0) + ψ2(r0)−
∑
i,t

ψ(rt,i − δη̂ + 1))ϕω.

Clearly, supp(ψ(rt,i − δη̂ + 1)) ∩ supp(ψ(rs,j − δη̂ + 1)) = ∅ for all (t, i) 6= (s, j).
Since φj,i,t = o(1)ϕω in supp(ψ(rt,i − δη̂ + 1)) for every i and t, by (3.4) and (3.8),
−∆φ̂ω + cj φ̂ω & ϕω, a.e. rt,i ≥ δη̂ − 1 for all (t, i),

−∆φ̂ω + (λj − Cρ−νj )φ̂ω &
φj,i,t
rt,i

, a.e. R0 ≤ rt,i ≤ δη̂ − 1 for some (t, i).
(3.9)

Thus, by (3.3), (3.5), (3.7) and (3.9), we can apply the maximum principle to show
that

|vj(x)| .
(

sup
t,i,l
‖vl‖L∞(∂BR0

(ηt,i)) + ‖h‖\
)
φ̂ω

in RN\
⋃
t,iBR0

(ηt,i), which, together with letting ω → 0, implies that

|vj(x)| .
(

sup
t,i,l
‖vl‖L∞(∂BR0

(ηt,i)) + ‖h‖\
)(∑

τ,t,i

(1 + rt,i)
−(N−1

2 −σ−1)e−
√
λnτ rt,iχ{R0≤rt,i≤δη̂−1}

+

k∑
τ=1

nτ∑
i=nτ−1+1

ϑ∑
t=1

(1 + rt,i)
1−N

2 e−ε
√
λnτ rt,i

)
χ∩di=1∩ϑt=1{rt,i≥δη̂−1}

)
(3.10)
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in RN\
⋃
t,iBR0

(ηt,i). Now, we can use the blow-up arguments to establish the

a-priori estimate ‖v‖] . ‖h‖\. We assume the contrary that there exists ϑn → +∞
and ρnαn → +∞ as n→∞, and hn ∈ Y⊥ and vn ∈ X⊥ such that

Ln(vn) = hn in RN

with ‖hj,n‖\,j → 0 for all j as n→∞ and there exists j0 such that

‖vj0,n‖],j0 = max
1≤j≤d

‖vj,n‖],j = 1.

Since |ηnt,j | = ρj,n → +∞ for all t, j, we have |x| ≥ η̂n

2 → +∞ and rns,l ≥
η̂n

2 → +∞
for all (s, l) 6= (m, i) if there exists 1 ≤ m ≤ ϑn and nτ−1 < i ≤ nτ for some τ such

that rm,i ≤ η̂n

2 . Clearly, {vj0,n(· + ηn1,i)} is bounded in L∞loc(RN ) for all i. Thus,
by elliptic regularity estimates and Ascoli-Arzela’s theorem, it is standard to show
that ṽj0,i,n → vj0,i,∞ uniformly on every compact set of RN , where

ṽj0,i,n(x) = vj0,n(x+ ηn1,i).

Moreover, if i = j0, then vj0,j0,∞ is a bounded (weak and then strong) solution of
the equation

−∆u+ λj0u− 3µj0w
2
j0u = 0 in RN , (3.11)

while if i 6= j0, then vj0,i,∞ is a bounded (weak and then strong) solution of the
equation

−∆u+ λj0u− βi,jw2
i u = 0 in RN . (3.12)

For the sake of simplicity, we denote vj0,j0,∞ by vj0,∞. Since wj0 is non-degenerate

in H2(RN ), by (3.11), vj0,∞ =
N∑
l=1

cl∂xlwj0 . Note that by passing to the limit in

the orthogonal conditions of vj0,n, we have∫
RN

(∂xlwj0)vj0,∞dx = 0 for all l = 1, 2, · · · , N.

Thus, we must have vj0,∞ = 0, which implies that vj0,n(·+ ηn1,j0)→ 0 uniformly on

every compact set of RN . On the other hand, from the assumption on βi,j by (3.12),
we also must have vj0,i,∞ = 0 for all i 6= j0, which implies that vj0,n(· + ηn1,i) → 0

uniformly in every compact set of RN and all i 6= j0. In both cases, since vj0,n
is invariant under the action of the group Θt for all t, where Θt is given by (3.1),
we have vj0,n(· + ηnt,i) → 0 uniformly on every compact set of RN for all t, i,
which, together with (3.10), implies that ‖vj0,n‖],j0 = on(1). It is impossible since
‖vj0,n‖],j0 = 1. Thus, we have proved the a-priori estimate ‖v‖] . ‖h‖\. Finally,
the solvability and uniqueness of (3.2) follows from the a-priori estimate ‖v‖] .
‖h‖\ and the Fredholm alternative. �

4. The ansatz and the nonlinear problem

Let us consider the linear equation:{
L(v) = E⊥3 , in RN ,

v ∈ X⊥,
(4.1)

where E⊥3 = (E⊥1,3, E
⊥
2,3, · · · , E⊥d,3), E⊥j,3 = Ej,3 −

∑N
l=1

∑ϑ
t=1 γl,t,j∂xlw̃t,j with

γl,t,j ∈ R.
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Lemma 4.1. Suppose the assumptions (V1)–(V2) hold and βi,j is not a eigenvalue
of −∆ + λj in L2(RN ;w2

i ), that is,

−∆v + λjv = βi,jw
2
i v in RN

has no solutions in H2(RN ), then for ϑ and ρα = ρ min
1≤j≤d

αj sufficiently large,

E⊥j,3 = Ej,3 − γθj∂θjWj − γρj∂ρjWj (4.2)

where

γθj =
‖∂ρjWj‖2L2(RN )

∫
RN Ej,3∂θjWjdx−

∫
RN ∂θjWj∂ρjWjdx

∫
RN Ej,3∂ρjWjdx

‖∂θjWj‖2L2(RN )
‖∂ρjWj‖2L2(RN )

− (
∫
RN ∂θjWj∂ρjWjdx)2

(4.3)

and

γρj =
‖∂θjWj‖2L2(RN )

∫
RN Ej,3∂ρjWjdx−

∫
RN ∂θjWj∂ρjWjdx

∫
RN Ej,3∂θjWjdx

‖∂θjWj‖2L2(RN )
‖∂ρjWj‖2L2(RN )

− (
∫
RN ∂θjWj∂ρjWjdx)2

(4.4)

with

‖∂ρjWj‖2L2(RN ) ∼ ϑ and ‖∂θjWj‖2L2(RN ) ∼ ρ
2
jϑ. (4.5)

Moreover, (4.1) has a unique solution Q∗ satisfying

‖Q∗‖] . η̂
1−N

2 e−
√
λn1 η̂. (4.6)

Proof. Since Ej,3 =
∑
i 6=j βi,jW

2
i Wj is invariant under the action of the group Θt,

we have ∫
RN

Ej,3∂xlw̃t,jdx =
1

ϑ

∫
RN

Ej,3∂xlWjdx,

where Θt is given by (3.1). Moreover, since w̃t,j = w(x− ρjξt,j), by (2.1),

(∂ρj w̃t,j , ∂θj w̃t,j) = M∇x′w̃t,j ,
where x′ = (x1, x2) and

M =

− cos

(
θj + 2(t−1)π

ϑ

)
− sin

(
θj + 2(t−1)π

ϑ

)
ρj sin

(
θj + 2(t−1)π

ϑ

)
−ρj cos

(
θj + 2(t−1)π

ϑ

)
 .

Clearly, M is invertible and u is even for x3 in the case of N = 3 if u ∈ Y⊥. Thus,∫
RN ∂xlw̃t,judx = 0 for all t and l, the orthogonal conditions in X⊥j and Y⊥j , is

equivalent to∫
RN

∂ρj w̃t,judx = 0 and

∫
RN

∂θj w̃t,judx = 0 for all t.

It follows from |ξt,j | = 1 and the invariance of u under the action of the group Θt

that the orthogonal conditions in X⊥j and Y⊥j are∫
RN

∂ρjWjudx = 0 and

∫
RN

∂θjWjudx = 0.

By the construction of {ξt,j},

‖∂ρjWj‖2L2(RN ) = ϑ‖∂ρj w̃1,j‖2L2(RN ) + 2
∑
s,t;t 6=s

∫
RN

∂ρj w̃t,j∂ρj w̃s,jdx. (4.7)
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Since |∂ρj w̃t,j | . w̃t,j for every τ and every j ∈ nτ , by [50, Lemma A.2], (2.2),
ρ ∼ ϑ log ϑ and similar estimates of (2.14),

|
∑
s,t;t 6=s

∫
RN

∂ρj w̃t,j∂ρj w̃s,jdx| .
∑
s,t;t 6=s

∫
RN

w̃t,jw̃s,jdx

∼
∑
t 6=s

|ηt,j − ηs,j |
3−N

2 e−
√
λnτ |ηt,j−ηs,j |

.
ϑ∑
t=1

∑
s6=t

|ηt,j − ηs,j |
3−N

2 e−
√
λnτ |ηt,j−ηs,j |

. ϑη̃
3−N

2
j e−

√
λnτ η̃j

. ϑ1−σ′ , (4.8)

where σ′ > 0 is a constant. Thus, by (4.7), ‖∂ρjWj‖2L2(RN ) ∼ ϑ. Note that by

|∂ρj w̃t,j |2 + ρ−2
j |∂θj w̃t,j |

2 = |∇x′w̃t,j |2,

we also have |∂θj w̃t,j | . ρjw̃t,j , thus, the estimates of ‖∂θjWj‖2L2(RN ) ∼ ρ2
jϑ is

similar and we omit it. On the other hand, by similar estimates of (4.8) and∫
RN ∂θj w̃j,t∂ρj w̃j,tdx = 0 for all t, we have

|
∫
RN

∂θjWj∂ρjWjdx| . |
∑
t,s;t 6=s

∫
RN

∂ρj w̃t,j∂θj w̃s,jdx| . ρjϑη̂
3−N

2
j e−

√
λnτ η̂j , (4.9)

therefore, by (4.5) and (4.9), (4.2) and (4.3) hold. Clearly, by (4.2) and (4.5),

|E⊥j,3| . |Ej,3|+ (|γθj |ρj + |γρj |)
ϑ∑
t=1

w̃t,j .

Note that by (2.9) (4.3) and and (4.4),

|γθj | . ρ−1ϑ−
1
2 ‖Ej,3‖L2(RN ) . ρ

−1‖Ej,3‖\,j . ρ−1η̂
1−N

2 e−
√
λn1

η̂ (4.10)

and

|γρj | . ϑ−
1
2 ‖Ej,3‖L2(RN ) . ‖Ej,3‖\,j . η̂

1−N
2 e−

√
λn1

η̂, (4.11)

thus, ‖E⊥3 ‖\ . ‖E3‖\ . η̂
1−N

2 e−
√
λn1 η̂. By Proposition 3.1, (4.1) has a unique

solution Q∗ satisfying

‖Q∗‖] . η̂
1−N

2 e−
√
λn1 η̂. (4.12)

It completes the proof. �

Let E∗j = Ej,1 + Ej,2, then by (2.7) and(2.8),

|E∗j | .
(
ρ−νj + η̃

1−N
2

j e−
√
λnτ η̃j

)( ϑ∑
t=1

(1 + rt,j)
−(N−1

2 −σ)e−
√
λnτ rt,jχ

{rt,j≤
η̃j
2 }

+

( ϑ∑
t=1

(1 + rt,j)
−(N−1

2 −σ)e−
√
λnτ rt,j

)
χ
∩ϑt=1{rt,j≥

η̃j
2 }

)
. (4.13)

We use U∗ = (W1 +Q1,∗,W2 +Q2,∗, · · · ,Wd +Qd,∗) as the final ansatz and write

Uj = Wj +Qj,∗ + vj,∗∗,
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where vj,∗∗ are the correction terms. By (2.5) and (4.1), v∗∗ = (v1,∗∗, v2,∗∗, · · · , vd,∗∗)
satisfies the nonlinear problem{

L(v∗∗) = E⊥∗∗ + N⊥∗∗, in RN ,

v ∈ X⊥,
(4.14)

where E∗∗ = (E∗∗1 , E∗∗2 , · · · , E∗∗d ) with

E∗∗j = E∗j +

d∑
i=1;i6=j

βi,j(2WiQi,∗Qj,∗ +WjQ
2
i,∗ +Q2

i,∗Qj,∗) + 3µjWjQ
2
j,∗ +Q3

j,∗

+γθj∂θjWj + γρj∂ρjWj

=: E∗∗∗j + γθj∂θjWj + γρj∂ρjWj (4.15)

and N∗∗ = (N∗∗1 , N∗∗2 , · · · , N∗∗d ) with

N∗∗j =

d∑
i=1;i 6=j

βi,j(2Wi(vi,∗∗Qj,∗ +Qi,∗vj,∗∗ + vi,∗∗vj,∗∗) +Wj(2Qi,∗vi,∗∗ + v2
i,∗∗)

+(v2
i,∗∗ + 2Qi,∗vi,∗∗)(vj,∗∗ +Qj,∗) +Q2

i,∗vj,∗∗) + 3µjWj(v
2
j,∗∗ + 2vj,∗∗Qj,∗)

+v3
j,∗∗ + 3v2

j,∗∗Qj,∗ + 3vj,∗∗Q
2
j,∗. (4.16)

Lemma 4.2. Suppose the assumptions (V1)–(V2) hold and βi,j is not a eigenvalue
of −∆ + λj in L2(RN ;w2

i ), that is,

−∆v + λjv = βi,jw
2
i v in RN

has no solutions in H2(RN ), then for ϑ and ρα = ρ min
1≤j≤d

αj sufficiently large,

(4.14) is uniquely solvable in the set

B = {v ∈ X⊥ | ‖v∗∗‖\ . ρ−νj + η̂
1−N

2 e−2
√
λn1

η̂}.

Proof. Since d ≥ 2, we have minj η̂j ≥ 2η̂. It follows from (4.13) and (4.12) and
similar estimates of (4.10) and (4.11) that

‖(E∗∗∗j )⊥‖\,j . ‖E∗∗∗j ‖\,j . ρ−νj + η̂
1−N

2 e−2
√
λn1

η̂ (4.17)

for all i. Note that (γαj∂αjWj + γρj∂ρjWj)
⊥ = 0, thus, by (4.17),

‖(E∗∗j )⊥‖\,j . ρ−νj + η̂
1−N

2 e−2
√
λn1

η̂.

Since

‖N∗∗j ‖\,j .
d∑

i=1;i 6=j

(‖vi,∗∗‖\,i‖Qj,∗‖\,j + ‖vj,∗∗‖\,j‖Qi,∗‖\,i + ‖vi,∗∗‖\,i‖Qi,∗‖\,i + ‖vi,∗∗‖2\,i

+‖vi,∗∗‖\,i‖vj,∗∗‖\,j) + ‖vj,∗∗‖\,j‖Qj,∗‖\,j + ‖vj,∗∗‖2\,j ,

by (4.12), we can use a fix-point argument to solve (4.14) in the set B and the
unique solution v∗∗ satisfies

‖v‖\ . ρ−νj + η̂
1−N

2 e−2
√
λn1

η̂. (4.18)

It completes the proof. �
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5. Estimates of
∫
RN Ej,3∂θjWjdx and

∫
RN Ej,3∂ρjWjdx

Clearly,

ϑ−1

∫
RN

Ej,3∂θjWjdx = ϑ−1
ϑ∑
t=1

d∑
i=1;i 6=j

ϑ∑
s=1

∫
RN

w̃2
s,iw̃t,j∂θj w̃t,jdx

+ϑ−1
ϑ∑
t=1

d∑
i=1;i 6=j

ϑ∑
s=1

ϑ∑
l=1;l 6=t

∫
RN

w̃2
s,iw̃t,j∂θj w̃l,jdx

and

ϑ−1

∫
RN

Ej,3∂ρjWjdx = ϑ−1
ϑ∑
t=1

d∑
i=1;i6=j

ϑ∑
s=1

∫
RN

w̃2
s,iw̃t,j∂ρj w̃t,jdx

+ϑ−1
ϑ∑
t=1

d∑
i=1;i 6=j

ϑ∑
s=1

ϑ∑
l=1;l 6=t

∫
RN

w̃2
s,iw̃t,j∂ρj w̃l,jdx.

Let

ξ⊥t,j =


(
− sin

(
θj +

2(t− 1)π

ϑ

)
, cos

(
θj +

2(t− 1)π

ϑ

))
, N = 2,(

− sin

(
θj +

2(t− 1)π

ϑ

)
, cos

(
θj +

2(t− 1)π

ϑ

)
, 0

)
, N = 3.

Lemma 5.1. Suppose the assumptions (V1)–(V2) hold and βi,j is not a eigenvalue
of −∆ + λj in L2(RN ;w2

i ), that is,

−∆v + λjv = βi,jw
2
i v in RN

has no solutions in H2(RN ). If λnk < 4λn1
under the condition (1.9), αnτ+1

< αnτ
for all τ = 1, 2, · · · , k − 2 and αnk = (1 + o(1))αn1

with

max{max{
√
λnταnτ },

√
λdαd−1} ≤ 2 min{min{

√
λn′ταnτ′},

√
λdαd−1}

in the case of k > 1, then for ϑ and ρα = ρ min
1≤j≤d

αj sufficiently large,

(1) for j 6= nτ−1 + 1, j 6= nτ or k = 1,

ϑ−1

∫
RN

Ej,3∂θjWjdx =


ρ

1
2 (c1α

− 1
2

j e−2
√
λnτ ραj − c2α

− 1
2

j−1e
−2
√
λnτ ραj−1) + h.o.t., N = 2,

ρ−1(
c1
α2
j

e−2
√
λnτ ραj log(ραj)−

c2
α2
j−1

e−2
√
λnτ ραj−1 log(ραj−1)) + h.o.t., N = 3

and

ϑ−1

∫
RN

Ej,3∂ρjWjdx =


ρ−

1
2 (c′1α

1
2
j e
−2
√
λnτ ραj − c′2α

1
2
j−1e

−2
√
λnτ ραj−1) + h.o.t., N = 2,

ρ−2(
c′1
αj
e−2
√
λnτ ραj log(ραj)−

c′2
αj−1

e−2
√
λnτ ραj−1 log(ραj−1)) + h.o.t., N = 3.

(2) For j = nτ−1 + 1 with τ > 1, if nτ − nτ−1 > 1 then

ϑ−1

∫
RN

Ej,3∂θjWjdx =


c1ρ

1
2α
− 1

2
j e−2

√
λnτ ραj − c2e−2

√
λnτ−1

ραj−1 + h.o.t., N = 2,

ρ−1(
c1
α2
j

e−2
√
λnτ ραj log(ραj)−

c2
α2
j−1

e−2
√
λnτ−1ραj−1) + h.o.t., N = 3
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and

ϑ−1

∫
RN

Ej,3∂ρjWjdx =


c1ρ
− 1

2α
1
2
j e
−2
√
λnτ ραj − c2ρ−1e−2

√
λnτ−1

ραj−1 + h.o.t., N = 2,

ρ−2(
c1
αj
e−2
√
λnτ ραj+1 log(ραj)−

c2
αj−1

e−2
√
λnτ−1ραj−1) + h.o.t., N = 3,

while if nτ − nτ−1 = 1 then

ϑ−1

∫
RN

Ej,3∂θjWjdx =


(
c1
αj
e−2
√
λnτ ραj − c2

αj−1
e−2
√
λnτ−1

ραj−1) + h.o.t., N = 2,

ρ−1(
c1
α2
j+1

e−2
√
λnτ ραj+1 − c2

α2
j

e−2
√
λnτ−1ραj ) + h.o.t., N = 3

and

ϑ−1

∫
RN

Ej,3∂ρjWjdx =


ρ−1(c1e

−2
√
λnτ ραj − c2e−2

√
λnτ−1

ραj−1) + h.o.t., N = 2,

ρ−2(
c1
αj
e−2
√
λnτ ραj − c2

αj−1
e−2
√
λnτ−1ραj−1) + h.o.t., N = 3.

(3) For j = 1, if n1 > 1 then

ϑ−1

∫
RN

E1,3∂θ1W1dx =


c1ρ

1
2α
− 1

2
1 e−2

√
λn1

ρα1 − c2
αd
e−2
√
λn1

ραd + h.o.t., N = 2,

ρ−1(
c1
α2

1

e−2
√
λn1ρα1 log(ρα1)− c2

α2
d

e−2
√
λn1ραd) + h.o.t., N = 3

and

ϑ−1

∫
RN

E1,3∂ρ1W1dx =

c1ρ
− 1

2α
1
2
1 e
−2
√
λn1ρα1 − c2ρ−1e−2

√
λn1ραd + h.o.t., N = 2,

ρ−2(
c1
α1
e−2
√
λn1ρα1 log(ρα1)− c2

αd
e−2
√
λn1ραd) + h.o.t., N = 3,

while if n1 = 1 then

ϑ−1

∫
RN

E1,3∂θ1W1dx =


(
c1
α1
e−2
√
λn1ρα1 − c2

αd
e−2
√
λn1ραd) + h.o.t., N = 2,

ρ−1(
c1
α2

1

e−2
√
λn1

ρα1 − c2
α2
d

e−2
√
λn1

ραd) + h.o.t., N = 3

and

ϑ−1

∫
RN

E1,3∂ρ1W1dx =

ρ
−1(c1e

−2
√
λn1

ρα1 − c2e−2
√
λn1

ραd) + h.o.t., N = 2,

ρ−2(
c1
α1
e−2
√
λn1

ρα1 − c2
αd
e−2
√
λn1

ραd) + h.o.t., N = 3.

(4) For j = nτ with τ < k, if nτ − nτ−1 > 1 then

ϑ−1

∫
RN

Ej,3∂θjWjdx =


c1
αj
e−2
√
λnτ ραj − ρ 1

2 c2α
− 1

2
j−1e

−2
√
λnτ ραj−1 + h.o.t., N = 2,

ρ−1(
c1
α2
j

e−2
√
λnτ ραj − c1

α2
j−1

e−2
√
λnτ ραj−1 log(ραj−1)) + h.o.t., N = 3

and

ϑ−1

∫
RN

Ej,3∂ρjWjdx =


c1ρ
−1e−2

√
λnτ ραj − c2ρ−

1
2α

1
2
j−1e

−2
√
λnτ ραj−1 + h.o.t., N = 2,

ρ−2(
c1
αj
e−2
√
λnτ ραj − c2

αj−1
e−2
√
λnτ ραj−1 log(ραj−1)) + h.o.t., N = 3,
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while if nτ − nτ−1 = 1 then

ϑ−1

∫
RN

Ej,3∂θjWjdx =


(
c1
αj
e−2
√
λnτ ραj − c2

αj−1
e−2
√
λnτ ραj−1) + h.o.t., N = 2,

ρ−1(
c1
α2
j

e−2
√
λnτ ραj − c2

α2
j−1

e−2
√
λnτ ραj−1) + h.o.t., N = 3

and

ϑ−1

∫
RN

Ej,3∂ρjWjdx =


ρ−1(c1e

−2
√
λnτ ραj − c2e−2

√
λnτ ραj−1) + h.o.t., N = 2,

ρ−2(
c1
αj
e−2
√
λnτ ραj − c2

αj−1
e−2
√
λnτ ραj−1) + h.o.t., N = 3.

(5) For j = d, if nk − nk−1 > 1 then

ϑ−1

∫
RN

Ed,3∂θdWddx =


c1
αd
e−2
√
λn1

ραd − c2ρ
1
2α
− 1

2

d−1e
−2
√
λnkραd−1 + h.o.t., N = 2,

ρ−1(
c1
α2
d

e−2
√
λn1

ραd − c1
α2
d−1

e−2
√
λnkραd−1 log(ραd−1)) + h.o.t., N = 3

and

ϑ−1

∫
RN

Ed,3∂ρdWddx =


c1ρ
−1e−2

√
λn1ραd − c2ρ−

1
2α

1
2

d−1e
−2
√
λnkραd−1 + h.o.t., N = 2,

ρ−2(
c1
αd
e−2
√
λn1

ραd − c2
αd−1

e−2
√
λnkραd−1 log(ραd−1)) + h.o.t., N = 3,

while if nk − nk−1 = 1 then

ϑ−1

∫
RN

Ed,3∂θdWddx =


(
c1
αd
e−2
√
λn1

ραd − c2
αd−1

e
−2
√
λnk−1

ραd−1) + h.o.t., N = 2,

ρ−1(
c1
α2
d

e−2
√
λn1

ραd − c2
α2
d−1

e
−2
√
λnk−1

ραd−1) + h.o.t., N = 3

and

ϑ−1

∫
RN

Ed,3∂ρdWddx =


ρ−1(c1e

−2
√
λn1ραd − c2e−2

√
λnk−1

ραd−1) + h.o.t., N = 2,

ρ−2(
c1
αd
e−2
√
λn1

ραd − c2
αd−1

e
−2
√
λnk−1

ραd−1) + h.o.t., N = 3.

Proof. By [50, Lemma A.2] and similar calculations in [50, Lemma 2.6],

ϑ∑
t=1

d∑
i=1;i 6=j

ϑ∑
s=1

∫
RN

w̃2
s,iw̃t,j∂θj w̃t,jdx

∼
∑

i∈nτ′ ;τ ′<τ

ϑ∑
t=1

ϑ∑
s=1

|ηs,i − ηt,j |−1e
−2
√
λn′τ
|ηs,i−ηt,j |〈 ξs,i − ξt,j

|ξs,i − ξt,j |
, ρjξ

⊥
t,j〉

+
∑
i∈nτ

ϑ∑
t=1

ϑ∑
s=1

|ηs,i − ηt,j |−
1
2 e−2
√
λnτ |ηs,i−ηt,j |〈 ξs,i − ξt,j

|ξs,i − ξt,j |
, ρjξ

⊥
t,j〉

+
∑

i∈nτ′ ;τ ′>τ

ϑ∑
t=1

ϑ∑
s=1

|ηs,i − ηt,j |−1e−2
√
λnτ |ηs,i−ηt,j |〈 ξs,i − ξt,j

|ξs,i − ξt,j |
, ρjξ

⊥
t,j〉
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for N = 2 and
ϑ∑
t=1

d∑
i=1;i6=j

ϑ∑
s=1

∫
RN

w̃2
s,iw̃t,j∂θj w̃t,jdx

∼
∑

i∈nτ′ ;τ ′<τ

ϑ∑
t=1

ϑ∑
s=1

|ηs,i − ηt,j |−2e
−2
√
λn′τ
|ηs,i−ηt,j |〈 ξs,i − ξt,j

|ξs,i − ξt,j |
, ρjξ

⊥
t,j〉

+
∑
i∈nτ

ϑ∑
t=1

ϑ∑
s=1

|ηs,i − ηt,j |−2e−2
√
λnτ |ηs,i−ηt,j | log |ηs,i − ηt,j |〈

ξs,i − ξt,j
|ξs,i − ξt,j |

, ρjξ
⊥
t,j〉

+
∑

i∈nτ′ ;τ ′>τ

ϑ∑
t=1

ϑ∑
s=1

|ηs,i − ηt,j |−2e−2
√
λnτ |ηs,i−ηt,j |〈 ξs,i − ξt,j

|ξs,i − ξt,j |
, ρjξ

⊥
t,j〉

for N = 3, while

ϑ∑
t=1

d∑
i=1;i 6=j

ϑ∑
s=1

∫
RN

w̃2
s,iw̃t,j∂ρj w̃t,jdx

∼
∑

i∈nτ′ ;τ ′<τ

ϑ∑
t=1

ϑ∑
s=1

|ηs,i − ηt,j |−1e
−2
√
λn′τ
|ηs,i−ηt,j |〈 ξs,i − ξt,j

|ξs,i − ξt,j |
, ξt,j〉

+
∑
i∈nτ

ϑ∑
t=1

ϑ∑
s=1

|ηs,i − ηt,j |−
1
2 e−2
√
λnτ |ηs,i−ηt,j |〈 ξs,i − ξt,j

|ξs,i − ξt,j |
, ξt,j〉

+
∑

i∈nτ′ ;τ ′>τ

ϑ∑
t=1

ϑ∑
s=1

|ηs,i − ηt,j |−1e−2
√
λnτ |ηs,i−ηt,j |〈 ξs,i − ξt,j

|ξs,i − ξt,j |
, ξt,j〉

for N = 2 and
ϑ∑
t=1

d∑
i=1;i 6=j

ϑ∑
s=1

∫
RN

w̃2
s,iw̃t,j∂ρj w̃t,jdx

∼
∑

i∈nτ′ ;τ ′<τ

ϑ∑
t=1

ϑ∑
s=1

|ηs,i − ηt,j |−2e
−2
√
λn′τ
|ηs,i−ηt,j |〈 ξs,i − ξt,j

|ξs,i − ξt,j |
, ξt,j〉

+
∑
i∈nτ

ϑ∑
t=1

ϑ∑
s=1

|ηs,i − ηt,j |−2e−2
√
λnτ |ηs,i−ηt,j | log |ηs,i − ηt,j |〈

ξs,i − ξt,j
|ξs,i − ξt,j |

, ξt,j〉

+
∑

i∈nτ′ ;τ ′>τ

ϑ∑
t=1

ϑ∑
s=1

|ηs,i − ηt,j |−2e−2
√
λnτ |ηs,i−ηt,j |〈 ξs,i − ξt,j

|ξs,i − ξt,j |
, ξt,j〉

for N = 3. Note that

〈 ξ1,i−ξ1,j|ξ1,i−ξ1,j | , ξ1,j〉 =
cos(θj+1−θi+1)−1
|ξ1,i−ξ1,j | ∼ −(θj+1 − θi+1),

〈 ξ1,i−ξ1,j|ξ1,i−ξ1,j | , ξ
⊥
1,j〉 =

sin(θj+1−θi+1)
|ξ1,i−ξ1,j | ∼ 1,

and

|η1,i − η1,j | = ρj |θj+1 − θi+1|+ h.o.t.,

Thus,
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(1) for j 6= nτ−1 + 1, j 6= nτ or k = 1,

ϑ−1
∑

t,i,s;i 6=j

∫
RN

w̃2
s,iw̃t,j∂θj w̃t,jdx

=


ρ

1
2 (c1α

− 1
2

j e−2
√
λnτ ραj − c2α

− 1
2

j−1e
−2
√
λnτ ραj−1) + h.o.t., N = 2,

ρ−1(
c1
α2
j

e−2
√
λnτ ραj log(ραj)−

c2
α2
j−1

e−2
√
λnτ ραj−1 log(ραj−1)) + h.o.t., N = 3

and

ϑ−1
∑

t,i,s;i 6=j

∫
RN

w̃2
s,iw̃t,j∂ρj w̃t,jdx

=


ρ−

1
2 (c′1α

1
2
j e
−2
√
λnτ ραj − c′2α

1
2
j−1e

−2
√
λnτ ραj−1) + h.o.t., N = 2,

ρ−2(
c′1
αj
e−2
√
λnτ ραj log(ραj)−

c′2
αj−1

e−2
√
λnτ ραj−1 log(ραj−1)) + h.o.t., N = 3.

(2) For j = nτ−1 + 1 with τ > 1, if nτ − nτ−1 > 1 then

ϑ−1
∑

t,i,s;i 6=j

∫
RN

w̃2
s,iw̃t,j∂θj w̃t,jdx

=


c1ρ

1
2α
− 1

2
j e−2

√
λnτ ραj − c2e−2

√
λnτ−1

ραj−1 + h.o.t., N = 2,

ρ−1(
c1
α2
j

e−2
√
λnτ ραj log(ραj)−

c2
α2
j−1

e−2
√
λnτ−1ραj−1) + h.o.t., N = 3

and

ϑ−1
∑

t,i,s;i6=j

∫
RN

w̃2
s,iw̃t,j∂ρj w̃t,jdx

=


c1ρ
− 1

2α
1
2
j e
−2
√
λnτ ραj − c2ρ−1e−2

√
λnτ−1

ραj−1 + h.o.t., N = 2,

ρ−2(
c1
αj
e−2
√
λnτ ραj+1 log(ραj)−

c2
αj−1

e−2
√
λnτ−1ραj−1) + h.o.t., N = 3,

while if nτ − nτ−1 = 1 then

ϑ−1
∑

t,i,s;i 6=j

∫
RN

w̃2
s,iw̃t,j∂θj w̃t,jdx

=


(
c1
αj
e−2
√
λnτ ραj − c2

αj−1
e−2
√
λnτ−1

ραj−1) + h.o.t., N = 2,

ρ−1(
c1
α2
j+1

e−2
√
λnτ ραj+1 − c2

α2
j

e−2
√
λnτ−1ραj ) + h.o.t., N = 3

and

ϑ−1
∑

t,i,s;i 6=j

∫
RN

w̃2
s,iw̃t,j∂ρj w̃t,jdx

=


ρ−1(c1e

−2
√
λnτ ραj − c2e−2

√
λnτ−1

ραj−1) + h.o.t., N = 2,

ρ−2(
c1
αj
e−2
√
λnτ ραj − c2

αj−1
e−2
√
λnτ−1ραj−1) + h.o.t., N = 3.
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(3) For j = 1, if n1 > 1 then

ϑ−1
∑

t,i,s;i 6=1

∫
RN

w̃2
s,iw̃t,1∂θ1w̃t,1dx

=


c1ρ

1
2α
− 1

2
1 e−2

√
λn1ρα1 − c2

αd
e−2
√
λn1ραd + h.o.t., N = 2,

ρ−1(
c1
α2

1

e−2
√
λn1ρα1 log(ρα1)− c2

α2
d

e−2
√
λn1ραd) + h.o.t., N = 3

and

ϑ−1
∑

t,i,s;i 6=1

∫
RN

w̃2
s,iw̃t,1∂ρ1w̃t,1dx

=

c1ρ
− 1

2α
1
2
1 e
−2
√
λn1ρα1 − c2ρ−1e−2

√
λn1ραd + h.o.t., N = 2,

ρ−2(
c1
α1
e−2
√
λn1

ρα1 log(ρα1)− c2
αd
e−2
√
λn1

ραd) + h.o.t., N = 3,

while if n1 = 1 then

ϑ−1
∑

t,i,s;i6=1

∫
RN

w̃2
s,iw̃t,1∂θ1w̃t,1dx

=


(
c1
α1
e−2
√
λn1

ρα1 − c2
αd
e−2
√
λn1

ραd) + h.o.t., N = 2,

ρ−1(
c1
α2

1

e−2
√
λn1

ρα1 − c2
α2
d

e−2
√
λn1

ραd) + h.o.t., N = 3

and

ϑ−1
∑

t,i,s;i 6=1

∫
RN

w̃2
s,iw̃t,1∂ρ1w̃t,1dx

=

ρ
−1(c1e

−2
√
λn1

ρα1 − c2e−2
√
λn1

ραd) + h.o.t., N = 2,

ρ−2(
c1
α1
e−2
√
λn1ρα1 − c2

αd
e−2
√
λn1ραd) + h.o.t., N = 3.

(4) For j = nτ with τ < k, if nτ − nτ−1 > 1 then

ϑ−1
∑

t,i,s;i 6=j

∫
RN

w̃2
s,iw̃t,j∂θj w̃t,jdx

=


c1
αj
e−2
√
λnτ ραj − ρ 1

2 c2α
− 1

2
j−1e

−2
√
λnτ ραj−1 + h.o.t., N = 2,

ρ−1(
c1
α2
j

e−2
√
λnτ ραj − c1

α2
j−1

e−2
√
λnτ ραj−1 log(ραj−1)) + h.o.t., N = 3

and

ϑ−1
∑

t,i,s;i 6=j

∫
RN

w̃2
s,iw̃t,j∂ρj w̃t,jdx

=


c1ρ
−1e−2

√
λnτ ραj − c2ρ−

1
2α

1
2
j−1e

−2
√
λnτ ραj−1 + h.o.t., N = 2,

ρ−2(
c1
αj
e−2
√
λnτ ραj − c2

αj−1
e−2
√
λnτ ραj−1 log(ραj−1)) + h.o.t., N = 3,
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while if nτ − nτ−1 = 1 then

ϑ−1
∑

t,i,s;i 6=j

∫
RN

w̃2
s,iw̃t,j∂θj w̃t,jdx

=


(
c1
αj
e−2
√
λnτ ραj − c2

αj−1
e−2
√
λnτ ραj−1) + h.o.t., N = 2,

ρ−1(
c1
α2
j

e−2
√
λnτ ραj − c2

α2
j−1

e−2
√
λnτ ραj−1) + h.o.t., N = 3

and

ϑ−1
∑

t,i,s;i6=j

∫
RN

w̃2
s,iw̃t,j∂ρj w̃t,jdx

=


ρ−1(c1e

−2
√
λnτ ραj − c2e−2

√
λnτ ραj−1) + h.o.t., N = 2,

ρ−2(
c1
αj
e−2
√
λnτ ραj − c2

αj−1
e−2
√
λnτ ραj−1) + h.o.t., N = 3.

(5) For j = d, if nk − nk−1 > 1 then

ϑ−1
∑

t,i,s;i6=d

∫
RN

w̃2
s,iw̃t,d∂θdw̃t,ddx

=


c1
αd
e−2
√
λn1

ραd − c2ρ
1
2α
− 1

2

d−1e
−2
√
λnkραd−1 + h.o.t., N = 2,

ρ−1(
c1
α2
d

e−2
√
λn1

ραd − c1
α2
d−1

e−2
√
λnkραd−1 log(ραd−1)) + h.o.t., N = 3

and

ϑ−1
∑

t,i,s;i 6=d

∫
RN

w̃2
s,iw̃t,d∂ρdw̃t,ddx

=


c1ρ
−1e−2

√
λn1

ραd − c2ρ−
1
2α

1
2

d−1e
−2
√
λnkραd−1 + h.o.t., N = 2,

ρ−2(
c1
αd
e−2
√
λn1

ραd − c2
αd−1

e−2
√
λnkραd−1 log(ραd−1)) + h.o.t., N = 3,

while if nk − nk−1 = 1 then

ϑ−1
∑

t,i,s;i 6=d

∫
RN

w̃2
s,iw̃t,d∂θdw̃t,ddx

=


(
c1
αd
e−2
√
λn1

ραd − c2
αd−1

e
−2
√
λnk−1

ραd−1) + h.o.t., N = 2,

ρ−1(
c1
α2
d

e−2
√
λn1

ραd − c2
α2
d−1

e
−2
√
λnk−1

ραd−1) + h.o.t., N = 3

and

ϑ−1
∑

t,i,s;i 6=d

∫
RN

w̃2
s,iw̃t,d∂ρdw̃t,ddx

=


ρ−1(c1e

−2
√
λn1ραd − c2e−2

√
λnk−1

ραd−1) + h.o.t., N = 2,

ρ−2(
c1
αd
e−2
√
λn1ραd − c2

αd−1
e
−2
√
λnk−1

ραd−1) + h.o.t., N = 3.
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On the other hand, for every s and i, by symmetry,

ϑ∑
t=1

ϑ∑
l=1;l 6=t

∫
RN

w̃2
s,iw̃t,j∂ρj w̃l,jdx =

ϑ∑
t=1

d∑
i=1;i6=j

ϑ∑
l=1;l>t

∫
RN

w̃2
s,i∂ρj (w̃t,jw̃l,j)dx

=
∑

t,l;|s−l|≤|s−t|

∫
RN

w̃2
s,i∂ρj (w̃t,jw̃l,j)dx

+
∑

t,l;|s−t|≤|s−l|

∫
RN

w̃2
s,i∂ρj (w̃t,jw̃l,j)dx

= 2
∑

t,l;|s−t|≤|s−l|

∫
RN

w̃2
s,i∂ρj (w̃t,jw̃l,j)dx

and
ϑ∑
t=1

ϑ∑
l=1;l 6=t

∫
RN

w̃2
s,iw̃t,j∂θj w̃l,jdx =

ϑ∑
t=1

d∑
i=1;i 6=j

ϑ∑
l=1;l>t

∫
RN

w̃2
s,i∂θj (w̃t,jw̃l,j)dx

=
∑

t,l;|s−l|≤|s−t|

∫
RN

w̃2
s,i∂θj (w̃t,jw̃l,j)dx

+
∑

t,l;|s−t|≤|s−l|

∫
RN

w̃2
s,i∂θj (w̃t,jw̃l,j)dx

= 2
∑

t,l;|s−t|≤|s−l|

∫
RN

w̃2
s,i∂θj (w̃t,jw̃l,j)dx.

By [4, Lemma 5.1] and the assumption λnk < 4λn1
, for every j ∈ nτ with τ =

1, 2, · · · , k and l 6= t, ∫
RN

w̃2
s,iw̃t,jw̃l,jdx = o(e−

√
λnτ η∗∗).

where η∗∗ < η̃ with η̃ = miny∈RN {|y−ηs,i|+ |y−ηt,j |+ |y−ηl,j |}. Thus, by similar
arguments as that used for [50, Lemma A.2],

ρ−1
j

∫
RN

w̃2
s,i∂θj (w̃t,jw̃l,j)dx = o(e−

√
λnτ η∗∗) (5.1)

and ∫
RN

w̃2
s,i∂ρj (w̃t,jw̃l,j)dx = o(e−

√
λnτ η∗∗). (5.2)

Since {ηs,i} ⊂ R2, it is well known that η̃ is attained by the Fermat point. Thus,
in the case of |s− t| ≤ |s− l| for every s, either

η̃ =

{
|ηs,i − ηt,j |+ |ηs,i − ηl,j |, ηs,i is the middle point,

|ηs,i − ηt,j |+ |ηt,j − ηl,j |, ηt,j is the middle point

or η̃ > 1
2 (|ηs,i − ηt,j |+ |ηs,i − ηl,j |+ |ηt,j − ηl,j |) & ρ. For these points ηt,j and ηl,j

which satisfy |s− t| ≤ |s− l| and η̃ > 1
2 (|ηs,i − ηt,j |+ |ηs,i − ηl,j |+ |ηt,j − ηl,j |) & ρ.

We call them “good points” for the sake of simplicity. Then, by (5.1) and (5.2),∑
t,l;good points

∫
RN

w̃2
s,i∂θj (w̃t,jw̃l,j)dx = o(

∑
t,l

∫
RN

w̃2
s,iw̃t,j∂θj w̃t,jdx)



32 T. LI, J. WEI, AND Y. WU

and

∑
t,l;good points

∫
RN

w̃2
s,i∂ρj (w̃t,jw̃l,j)dx = o(

∑
t,l

∫
RN

w̃2
s,iw̃t,1∂ρj w̃t,jdx)

for all s and i 6= j. For these points ηt,j and ηl,j which satisfy |s− t| ≤ |s− l| and
η̃ = |ηs,i − ηt,j |+ |ηs,i − ηl,j |. We call them “bad points” for the sake of simplicity.
For these points, we observe that since αj ∼ 1

ϑ , then for d ≥ 3,

η̃ ≥ η̂ + 2 min{|ηs,j+1 − ηs,j |, |ηs,j−1 − ηs,j |}+O(
|l − s|ρ
ϑ

).

Thus, by similar arguments of (2.14),

∑
t,l;bad points

∫
RN

w̃2
s,i∂θj (w̃t,jw̃l,j)dx = o(

∑
t,l

∫
RN

w̃2
s,iw̃t,j∂θj w̃t,jdx)

and

∑
t,l;bad points

∫
RN

w̃2
s,i∂ρj (w̃t,jw̃l,j)dx = o(

∑
t,l

∫
RN

w̃2
s,iw̃t,1∂ρj w̃t,jdx)

for d ≥ 3. For d = 2, except the terms

∫
RN

w̃2
t,1∂θ2(w̃t,2w̃t−1,2)dx,

∫
RN

w̃2
t,1∂ρ2(w̃t,2w̃t−1,2)dx,

and ∫
RN

w̃2
t−1,2∂θ1(w̃t,1w̃t−1,1)dx,

∫
RN

w̃2
t−1,2∂ρ1(w̃t,1w̃t−1,1)dx,

the other terms in
∑
t,l

∫
RN w̃

2
s,i∂θj (w̃t,jw̃l,j)dx and

∑
t,l

∫
RN w̃

2
s,i∂ρj (w̃t,jw̃l,j)dx are

o(
∑
t,l

∫
RN w̃

2
s,iw̃t,j∂θj w̃t,jdx) and o(

∑
t,l

∫
RN w̃

2
s,iw̃t,1∂ρj w̃t,jdx), respectively, even

if we sum them up in terms of l and t by similar arguments for d ≥ 3. For the term

∫
RN

w̃2
t,1w̃t,2w̃t−1,2dx,

Without loss of generality, we may assume that |ηt,2 − ηt,1| ≤ |ηt−1,2 − ηt,1| and
denote η̂ = |ηt,2 − ηt,1| = αη̃2 with α ≤ 1

2 . Moreover, by translations and rotations

if necessary, we may assume that ηt,2 = 0 and denote ηt−1,2 = (η0
t−1,2, 0, 0, · · · , 0).

Note that ηt,2, ηt,1 and ηt−1,2 are almost on the same line by ρj = ρ+O(1) for all j.
Thus, ηt,1 = (η0

t,1, o(1), o(1), · · · , o(1)). Now, as that in the proof of [4, Lemma 3.7],
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we rewrite x = (x1, x
′). Then,∫

RN
w̃2
t,1w̃t,2w̃t−1,2dx ∼

∫
x1≤1

w̃2
t,1w̃t,2w̃t−1,2dx1dx

′

+

∫
1<x1≤

η0
t−1,2

2 ;|x′|≤x1

w̃2
t,1w̃t,2w̃t−1,2dx1dx

′

+

∫
η0
t−1,2

2 <x1≤η0t−1,2−1;|x′|≤x1

w̃2
t,1w̃t,2w̃t−1,2dx1dx

′

+

∫
x1≥η0t−1,2−1

w̃2
t,1w̃t,2w̃t−1,2dx1dx

′

+

∫
1<x1≤

η0
t−1,2

2 ;|x′|>x1

w̃2
t,1w̃t,2w̃t−1,2dx1dx

′

+

∫
η0
t−1,2

2 <x1≤η0t−1,2−1;|x′|>x1

w̃2
t,1w̃t,2w̃t−1,2dx1dx

′.

By (1.5),∫
x1≤1

w̃2
t,1w̃t,2w̃t−1,2dx1dx

′ . (η0
t,1)

3(1−N)
2 e−(2

√
λ1η

0
t,1+
√
λ2η

0
t−1,2)

∼ η̂−
3(1−N)

2 e−(2
√
λ1η̂+

√
λ2η̃2).

Since |x− η0
t,1| =

√
|x1 − η0

t,1|2 + |x′|2 ∼ |x1 − η0
t,1|+ |x′|, by [4, (5.6)],∫

1<x1≤η0t,1;|x′|≤x1
w̃2
t,1w̃t,2w̃t−1,2dx1dx

′

(η0
t,1)1−Ne−

√
λ2η0t−1,2

∼
∫ η0t,1

1

(|x1 − η0
t,1|+ |x′|+ 1)1−Ne−c|x1−η0t,1|

∫
|x′|≤x1

e−(c|x′|+ c′|x′|2
x1

)dx′.

Since ∫ η0t,1

1

(|x1 − η0
t,1|+ |x′|+ 1)1−Ne−c|x1−η0t,1|

∫
|x′|≤x1

e−(c|x′|+ c′|x′|2
x1

)dx′

.
∫ η0t,1

1

(|x1 − η0
t,1|+ 1)1−Ne−c|x1−η0t,1|

∫
|x′|≤x1

e−c|x
′|dx′

∼ 1

and ∫ η0t,1

1

(|x1 − η0
t,1|+ |x′|+ 1)1−Ne−c|x1−η0t,1|

∫
|x′|≤x1

e−(c|x′|+ c′|x′|2
x1

)dx′

&
∫ η0t,1

η0t,1−1

(|x1 − η0
t,1|+ |x′|+ 1)1−Ne−c|x1−η0t,1|

∫
|x′|≤1

e−c
′′|x′|dx′

∼ 1,
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we have ∫
1<x1≤η0t,1;|x′|≤x1

w̃2
t,1w̃t,2w̃t−1,2dx1dx

′ ∼ (η0
t,1)1−Ne−

√
λ2η

0
t−1,2

∼ η̂1−Ne−
√
λ2
α |ηt,2−ηt,1|.

Note that w̃2
t,1 . (η0

t,1)1−Ne−
√

2λ1η
0
t,1 , by similar arguments as that used for [4,

Lemma 3.7],∫
1<x1≤

η0
t−1,2

2 ;|x′|>x1

w̃2
t,1w̃t,2w̃t−1,2dx1dx

′ . (η0
t,1)

3(1−N)
2 e−(

√
2λ1η

0
t,1+
√
λ2η

0
t−1,2)

∼ η̂−
3(1−N)

2 e−(
√

2λ1η̂+
√
λ2η̃2).

The other terms can be estimated similarly and thus, we have∫
RN

w̃2
t,1w̃t,2w̃t−1,2dx ∼ η̂1−Ne−

√
λ2
α |ηt,2−ηt,1|.

Similarly, if we assume that |ηt−1,2 − ηt−1,1| ≤ |ηt−1,2 − ηt,1| and denote η̂ =
|ηt−1,2 − ηt−1,1| = αη̃1 with α ≤ 1

2 , we also have∫
RN

w̃2
t−1,2w̃t,1w̃t−1,1dx ∼ |ηt−1,2 − ηt−1,1|1−Ne−

√
λ1
α |ηt−1,2−ηt−1,1|.

Now, by similar arguments as that used for [50, Lemma A.2], similar calculations
in [50, Lemma 2.6] and the symmetry of the construction of {ηt,j},∫

RN
w̃2
t,1∂θ2(w̃t,2w̃t−1,2)dx ∼ η̂1−Ne−

√
λ2
α η̂〈 ξt,2 − ξt,1

|ξt,2 − ξt,1|
, ρ2ξ

⊥
t,2〉

and ∫
RN

w̃2
t,1∂ρ2(w̃t,2w̃t−1,2)dx ∼ η̂1−Ne−

√
λ2
α η̂〈 ξt,2 − ξt,1

|ξt,2 − ξt,1|
, ξt,2〉,

while∫
RN

w̃2
t−1,2∂θ1(w̃t,1w̃t−1,1)dx ∼ η̂1−Ne−

√
λ1
α η̂〈 ξt−1,2 − ξt−1,1

|ξt−1,2 − ξt−1,1|
, ρ1ξ

⊥
t−1,1〉

and ∫
RN

w̃2
t−1,2∂ρ1(w̃t,1w̃t−1,1)dx ∼ η̂1−Ne−

√
λ1
α η̂〈 ξt−1,2 − ξt−1,1

|ξt−1,2 − ξt−1,1|
, ξt−1,1〉.

It follows that in the case of d = 2,∫
RN

w̃2
t,1∂θ2(w̃t,2w̃t−1,2)dx,

∫
RN

w̃2
t,1∂ρ2(w̃t,2w̃t−1,2)dx,

and ∫
RN

w̃2
t−1,2∂θ1(w̃t,1w̃t−1,1)dx,

∫
RN

w̃2
t−1,2∂ρ1(w̃t,1w̃t−1,1)dx

are also h.o.t. for λ1 = λ2, while∫
RN

w̃2
t,1∂θ2(w̃t,2w̃t−1,2)dx ∼

∫
RN

w̃2
t,1w̃t,2∂θ2(w̃t,2)dx,∫

RN
w̃2
t,1∂ρ2(w̃t,2w̃t−1,2)dx ∼

∫
RN

w̃2
t,1w̃t,2∂ρ2(w̃t,2)dx,
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and ∫
RN

w̃2
t−1,2∂θ1(w̃t,1w̃t−1,1)dx ∼

∫
RN

w̃2
t−1,2w̃t,1∂θ1(w̃t,1)dx,∫

RN
w̃2
t−1,2∂ρ1(w̃t,1w̃t−1,1)dx ∼

∫
RN

w̃2
t−1,2w̃t,1∂ρ1(w̃t,1)dx

for λ1 < λ2. The conclusion then follows from the above computations. �

6. The reduced problem

So far, by (4.1) and (4.14), we have proved that U = W + Q∗ + v∗∗ solves the
following equation:
−∆Uj + Vj(x)Uj = µjU

3
j +

d∑
i=1,i6=j

βi,jU
2
i Uj − γ∗θj∂θjWj − γ∗ρj∂ρjWj in RN ,∫

RN
∂xlw̃t,jQj,∗dx =

∫
RN

∂xlw̃t,jvj,∗∗dx = 0, j = 1, 2, · · · , d; l = 1, 2, · · · , N ; t = 1, 2, · · · , ϑ,

(6.1)
where U = (U1, U2, · · · , Ud) with Uj = Wj +Qj,∗ + vj,∗∗, and

γ∗θj =
‖∂ρjWj‖2L2(RN )

∫
RN (E∗∗∗j +N∗∗j )∂θjWjdx−

∫
RN ∂θjWj∂ρjWjdx

∫
RN (E∗∗∗j +N∗∗j )∂ρjWjdx

‖∂θjWj‖2L2(RN )
‖∂ρjWj‖2L2(RN )

− (
∫
RN ∂θjWj∂ρjWjdx)2

and

γ∗ρj =
‖∂θjWj‖2L2(RN )

∫
RN (E∗∗∗j +N∗∗j )∂ρjWjdx−

∫
RN ∂θjWj∂ρjWjdx

∫
RN (E∗∗∗j +N∗∗j )∂θjWjdx

‖∂θjWj‖2L2(RN )
‖∂ρjWj‖2L2(RN )

− (
∫
RN ∂θjWj∂ρjWjdx)2

with E∗∗∗j and N∗∗j being given by (4.15) and (4.16), respectively.

Lemma 6.1. Suppose the assumptions (V1)–(V2) hold and βi,j is not an eigenvalue
of −∆ + λj in L2(RN ;w2

i ), that is,

−∆v + λjv = βi,jw
2
i v in RN

has no solutions in H2(RN ), then for ϑ and ρα = ρ min
1≤j≤d

αj sufficiently large,

γ∗ρl = 0 and γ∗αl−1
= 0 for all l = 1, 2, · · · , d if and only if ∇J (−→ρ ,−→α ) = 0, where

J (−→ρ ,−→α ) = E(U),

with −→ρ = (ρ1, ρ2, · · · , ρd), −→α = (α1, α2, · · · , αd) and

E(u) =

d∑
j=1

1

2

∫
RN
|∇uj |2 + Vj(x)u2

jdx−
µj
4

∫
RN

u4
jdx−

d∑
i=1;i 6=j

βi,j
4

∫
RN

u2
iu

2
jdx

being the energy functional of (1.1).

Proof. Since Q∗ and v∗∗ are obtained by applying Proposition 3.1 (the linear the-
ory) through the fix-point argument, it is standard to show that Q∗ and v∗∗ are
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Lipschitz in terms of the parameters −→ρ and −→α . Thus, J (−→ρ ,−→α ) is of class C1.
Moreover, by (6.1),

∂ρlJ (−→ρ ,−→α ) =

d∑
j=1

(γ∗θj

∫
RN

∂θjWj∂ρlUjdx+ γ∗ρj

∫
RN

∂ρjWj∂ρlUjdx)

=

d∑
j=1

(γ∗θj

∫
RN

∂θjWj∂ρlWjdx+ γ∗ρj

∫
RN

∂ρjWj∂ρlWjdx)

+

d∑
j=1

(γ∗θj

∫
RN

∂θjWj∂ρl(Qj,∗ + vj,∗∗)dx+ γ∗ρj

∫
RN

∂ρjWj∂ρl(Qj,∗ + vj,∗∗)dx)

and

∂θlJ (−→ρ ,−→α ) =

d∑
j=1

(γ∗θj

∫
RN

∂θjWj∂θlUjdx+ γ∗ρj

∫
RN

∂ρjWj∂θlUjdx)

=

d∑
j=1

(γ∗θj

∫
RN

∂θjWj∂θlWjdx+ γ∗ρj

∫
RN

∂ρjWj∂θlWjdx)

+

d∑
j=1

(γ∗θj

∫
RN

∂θjWj∂θl(Qj,∗ + vj,∗∗)dx+ γ∗ρj

∫
RN

∂ρjWj∂θl(Qj,∗ + vj,∗∗)dx)

for all l = 1, 2, · · · , d. By (4.5) and (4.9),

d∑
j=1

(γ∗θj

∫
RN

∂θjWj∂ρlWjdx+ γ∗ρj

∫
RN

∂ρjWj∂ρlWjdx) ∼ ϑγ∗ρl + o(
∑
j 6=l

ϑγ∗ρj ) + (o(

d∑
j=1

ρjϑγ
∗
θj ))

and
d∑
j=1

(γ∗θj

∫
RN

∂θjWj∂θlWjdx+ γ∗ρj

∫
RN

∂ρjWj∂θlWjdx) ∼ ρ2
l ϑ(γ∗θl + o(

d∑
j=1;j 6=l

γ∗θj )) + o(ϑ

d∑
j=1;j 6=l

ρjγ
∗
ρj )

for all l = 1, 2, · · · , d. Moreover, by the orthogonal conditions of Qj,∗ and vj,∗∗, and
(4.12) and (4.18),∫

RN ∂θjWj∂θl(Qj,∗ + vj,∗∗)dx = −
∫
RN ∂θl∂θjWj(Qj,∗ + vj,∗∗)dx = o(ϑρ2),∫

RN ∂ρjWj∂θl(Qj,∗ + vj,∗∗)dx = −
∫
RN ∂θl∂ρjWj(Qj,∗ + vj,∗∗)dx = o(ϑρ),∫

RN ∂θjWj∂ρl(Qj,∗ + vj,∗∗)dx = −
∫
RN ∂ρl∂θjWj(Qj,∗ + vj,∗∗)dx = o(ϑρ),∫

RN ∂ρjWj∂ρl(Qj,∗ + vj,∗∗)dx = −
∫
RN ∂ρl∂ρjWj(Qj,∗ + vj,∗∗)dx = o(ϑ)

for all j, l = 1, 2, · · · , d. Thus, by ρj = ρ+ o(1) for all j = 1, 2, · · · , d,

ρl∂ρlJ (−→ρ ,−→α ) ∼ ϑρlγ∗ρl + o(

d∑
j=1;j 6=l

ϑρjγ
∗
ρj ) + (o(

d∑
j=1

ρ2
jϑγ

∗
θj ))

and

∂θlJ (−→ρ ,−→α ) ∼ ϑρ2
l γ
∗
θl

+ o(

d∑
j=1;j 6=l

ϑρ2
jγ
∗
θj ) + o(ϑ

d∑
j=1

ρjγ
∗
ρj )

for all l = 1, 2, · · · , d, which implies that γ∗ρl = 0 and γ∗θl = 0 for all l = 1, 2, · · · , d
if and only if ∇J (−→ρ ,−→α ) = 0. �
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Let Kj(x) be the Green function of the operator −∆ +λj , that is, Kj solves the
following equation: {

−∆Kj + λKj = δ0 in RN ,
Kj(x)→ 0 as |x| → +∞,

where δ0 is the Dirac mass supported at x = 0. Then it is well known that Kj(x) =
Γ(x) − Hj(x), where Γ(x) is the fundamental solution of −∆ and Hj(x) is the
regular part which is of class C1 since N = 2, 3. Moreover,

Kj(x) ∼ |x|−
N−1

2 e−
√
λj |x| as |x| → +∞.

By the representation formula,

Qj,∗(x) =

∫
RN

Kj(x− y)Q̃j,∗(y)dy

where

Q̃j,∗(y) = (λj − Vj(y))Qj,∗(y) + 3µjWj(y)2Qj,∗(y) +

d∑
i=1;i 6=j

βi,jWi(y)2Qj,∗(y)

+2

d∑
i=1;i 6=j

βi,jWi(y)Wj(y)Qi,∗(y) + Ej,3(y)− γθj∂θjWj(y)− γρj∂ρjWj(y).

Lemma 6.2. Suppose the assumptions (V1)–(V2) hold and βi,j is not an eigenvalue
of −∆ + λj in L2(RN ;w2

i ), that is,

−∆v + λjv = βi,jw
2
i v in RN

has no solutions in H2(RN ). If λnk < 4λn1 under the condition (1.9), αnτ+1 < αnτ
for all τ = 1, 2, · · · , k − 2 and αnk = (1 + o(1))αn1

with

max{max{
√
λnταnτ },

√
λdαd−1} ≤ 2 min{min{

√
λn′ταnτ′},

√
λdαd−1}

in the case of k > 1 and αj = (1 + o(1))αnτ for all j = nτ−1 + 1, nτ−1 + 2, · · · , nτ ,
then

|Qj,∗| . (ρjαj)
1−N

2 e−
√
λjρjαj

∑
τ,i,m

(1 + rm,i)
1−N

2 e−ε
√
λnτ rm,i

in RN with ‖Qj,∗‖L∞(RN ) ∼ (ρjαj)
1−N

2 e−
√
λjρjαj for j = 1, 2, · · · , d− 1, and

|Qd,∗| . (ρdαd−1)
1−N

2 e−
√
λdρdαd−1

∑
τ,i,m

(1 + rm,i)
1−N

2 e−ε
√
λnτ rm,i

in RN with ‖Qd,∗‖L∞(RN ) ∼ (ρdαd−1)
1−N

2 e−
√
λdρdαd−1 .

Proof. By (2.27) and (2.3), αnτ+1 < αnτ for all τ = 1, 2, · · · , k − 2, αnk = (1 +
o(1))αn1

and αj = (1 + o(1))αnτ for all j = nτ−1 + 1, nτ−1 + 2, · · · , nτ . Thus by
similar estimates of (2.14),

|Ej,3| . (ρjαj)
1−N

2 e−
√
λjρjαj

∑
τ,i,m

(1 + rm,i)
1−N

2 e−ε
√
λnτ rm,i

and

‖Ej,3‖L∞(RN ) ∼ (ρjαj)
1−N

2 e−
√
λjαjρj (6.2)
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for all j = 1, 2, · · · , d− 1, and

|Ed,3| . (ρdαd−1)
1−N

2 e−
√
λdρdαd−1

∑
i,m

(1 + rm,i)
1−N

2 e−ε
√
λirm,i

and

‖Ed,3‖L∞(RN ) ∼ (ρdαd−1)
1−N

2 e−
√
λdρdαd−1 . (6.3)

Note that by (2.3) and similar estimates of (2.14),

WiWj .

(ρiαi)
1−N

2 e−
√
λiρiαi for i < j,

(ρjαj)
1−N

2 e−
√
λjρjαj for i > j,

thus, by λnk < 4λn1
, αnτ+1

< αnτ for all τ = 1, 2, · · · , k−2 and αnk = (1+o(1))αn1

with

max{max{
√
λnταnτ },

√
λdαd−1} ≤ 2 min{min{

√
λn′ταnτ′},

√
λdαd−1}

in the case of k > 1, we can apply the maximum principle and blow-up arguments
similarly as that in the proof of Proposition 3.1, we have

|Qj,∗| . (ρjαj)
1−N

2 e−
√
λjαj

∑
τ,i,m

(1 + rm,i)
1−N

2 e−ε
√
λnτ rm,i (6.4)

in RN for j = 1, 2, · · · , d− 1, and

|Qd,∗| . (ρdαd−1)
1−N

2 e−
√
λdρdαd−1

∑
τ,i,m

(1 + rm,i)
1−N

2 e−ε
√
λnτ rm,i (6.5)

in RN . Since by (4.3), (4.4), (4.5), (4.9) and Lemma 5.1,

γθj ∼
∫
RN Ej,3∂θjWjdx

ρ2ϑ
and γρj ∼

∫
RN Ej,3∂ρjWjdx

ϑ
(6.6)

for all j, by Lemma 5.1 once more,∫
RN\(∪t,lBδη̂(ηt,l))

Kj(x− y)Q̃j,∗(y)dy = o(‖Ej,3‖L∞(RN )).

For
∫
∪t,lBδη̂(ηt,l)

K(x− y)Q̃j,∗(y)dy, if x ∈ RN\(∪t,lBδη̂(ηt,l)), then by Lemma 5.1,

λnk < 4λn1
and (6.6) once more,∫

∪t,lBδη̂(ηt,l)

K(x− y)Q̃j,∗∗(y)dy

= o

(
‖Ej,3‖L∞(RN )(

∫
∪t,lB δ

2
η̂
(ηt,l)

K1−σ′
j (x− y)dy +

∫
∪t,l(Bδη̂(ηt,l)\B δ

2
η̂
(ηt,l))

Kj(x− y)dy)

)
= o(‖Ej,3‖L∞(RN )).
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It remains to consider
∫
∪t,lBδη̂(ηt,l)

Kj(x− y)Q̃j,∗(y)dy in the cases of x ∈ Bδη̂(ηs,p)

for some s and p. In these cases, by similar arguments as used above,∫
∪t,lBδη̂(ηt,l)

K(x− y)Q̃j,∗(y)dy

=


∫
Bδη̂(ηt,j)

Kj(x− y)(3µjw̃t,j(y)2Qj,∗(y) + Ej,3(y))dy + o(‖Ej,3‖L∞(RN )), p = j,∫
Bδη̂(ηt,i)

Kj(x− y)(βi,jw̃t,i(y)2Qj,∗(y) + Ej,3(y))dy + o(‖Ej,3‖L∞(RN )), p = i.

Moreover, it is easy to see that

Ej,3(y) ∼ ((ρjαj)
1−Ne−2

√
λj+1ρjαj + (ρjαj−1)1−Ne−2

√
λj−1ρjαj−1)w̃t,j(y)

in BR(ηt,j) for all t and

Ej,3(y) ∼ |ηt,j − ηt,i|
1−N

2 e−
√
λj |ηt,j−ηt,i|w̃2

t,i(y)

in BR(ηt,i) for all i 6= j and all t with any R > 0 sufficiently large. Let

Qj,∗∗,t,l =
Qj,∗(·+ ηt,l)

(ρjαj)
1−N

2 e−
√
λjρjαj

for all l, t and j = 1, 2, · · · , d− 1, and

Qd,∗∗,t,l =
Qd,∗(·+ ηt,l)

(ρdαd)
1−N

2 e−
√
λdρdαd−1

for all l, t. We recall that Q∗ is the solution of (4.1). Then by Lemma 5.1, λnk <
4λn1 and (6.6), it is easy to show that Qj,∗∗,t,l → 0 uniformly on every compact
subset of RN for all l 6= j − 1 and j + 1. For Qj,∗∗,t,j±1, either Qj,∗∗,t,j±1 → 0 or
Qj,∗∗,t,j±1 → φj,t,j±1 uniformly on every compact set of RN , where

−∆φj,t,j±1 + λjφj,t,j±1 − βi,jw2
i φj,t,j±1 = βi,jw

2
i , in RN (6.7)

Note that βi,j is not an eigenvalue of −∆ + λj in L2(RN ;w2
i ), thus, φj,t,j±1 are

unique. It follows that∫
∪t,lBδη̂(ηt,l)

K(x− y)Q̃j,∗(y)dy

∼



O(e−δ
′R‖Ej,3‖L∞(RN )), l 6= j ± 1,

‖Ej,3‖L∞(RN )

∫
BR(ηt,j+1)

Kj(x− y)w̃t,j+1(y)2(φj,t,j+1 + 1)dy +O(e−δ
′R‖Ej,3‖L∞(RN )), l = j + 1,

‖Ej,3‖L∞(RN )

∫
BR(ηt,j−1)

Kj(x− y)w̃t,j−1(y)2(φj,t,j−1 + 1)dy +O(e−δ
′R‖Ej,3‖L∞(RN )), l = j − 1,

where δ′ > 0 is sufficiently small and R > 0 is sufficiently large. Now, summarizing
the above estimates,

Qj,∗(x) =


o(‖Ej,3‖L∞(RN )), x ∈ RN\(∪t,lBδη̂(ηt,l)),

o(‖Ej,3‖L∞(RN )), x ∈ Bδη̂(ηt,l) with l 6= j ± 1,

Dj(x)‖Ej,3‖L∞(RN ) + o(‖Ej,3‖L∞(RN )), x ∈ Bδη̂(ηt,l) with l = j ± 1,
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where

Dj(x) ∼
∫
BR(ηt,j+1)

Kj(x− y)w̃t,j+1(y)2(φj,t,j+1 + 1)dy

+

∫
BR(ηt,j−1)

Kj(x− y)w̃t,j−1(y)2(φj,t,j−1 + 1)dy +O(e−δ
′R),

which, together with (6.2), (6.3), (6.4) and (6.5), completes the proof. �

Remark 6.1. By Lemmas 2.1, 4.1–4.2, 5.1 and 6.2, we know that

γ∗θj . (1 + o(1))ρ−1(ρ−νj + η̂
1−N

2 e−2
√
λn1

η̂)

and

γ∗ρj . (1 + o(1))(ρ−νj + η̂
1−N

2 e−2
√
λn1

η̂).

Thus, by (6.1) and , we can go through the arguments in the proof of Lemma 6.2
to show that

Uj,∗∗,t,l →
{

0, l 6= j ± 1,

φj,t,j±1, l = j ± 1

on every compact set of RN , where

Uj,∗∗,t,l =
Uj(·+ ηt,l)

(ρjαj)
1−N

2 e−
√
λjρjαj

for all l, t and j = 1, 2, · · · , d− 1,

Ud,∗∗,t,l =
Ud(·+ ηt,l)

(ρdαd)
1−N

2 e−
√
λdρdαd−1

for all l, t and φj,t,j±1 is a solution of (6.7). Moreover, it is easy to see that φj,t,j±1

are positive if βj,j±1 ≤ βj,j±1,∗ and φj,t,j±1 are sign-changing if βj,j±1 > βj,j±1,∗,
where βj,j±1,∗ are the first eigenvalue of −∆ + λj in L2(RN ;w2

j±1). It follows that
U = W + Q∗ + v∗∗ can not be a solution of (1.1) if βj,j±1 > βj,j±1,∗ for some j.

Let mj be the energy of wj . Then by (4.1), (4.14), the symmetry of the con-
struction of {ηt,j} and Lemmas 4.1–4.2 and 6.2,

J (−→ρ ,−→α ) =

d∑
j=1

(ϑmj +
1

2

∫
RN

(Vj(x)− λj)W 2
j dx− µj(

∑
s<t

∫
RN

w̃3
t,jw̃s,jdx

−3

2

∑
t,l,s;s 6=t,l 6=t

∫
RN

w̃2
t,jw̃s,jw̃l,jdx−

∑
t,l,s,p;s6=t,l 6=t,p 6=t,s6=l,l 6=p,s6=p

∫
RN

w̃t,jw̃s,jw̃l,jw̃p,jdx)

−1

2

∑
i,j;i 6=j

βi,j

∫
RN

W 2
i W

2
j dx−

1

2

d∑
j=1

(

∫
RN

Ej(Qj,∗ + vj,∗∗)dx

+γ∗θj

∫
RN

∂θjWj(Qj,∗ + vj,∗∗)dx+ γρ∗j

∫
RN

∂ρjWj(Qj,∗ + vj,∗∗)dx)

+O(ϑ(

d∑
j=1

(‖Qj,∗‖L∞(RN ) + ‖vj,∗∗‖L∞(RN )))(

d∑
i=1

(‖Qi,∗‖2L∞(RN ) + ‖vi,∗∗‖2L∞(RN )))).
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Proposition 6.1. Suppose the assumptions (V1)–(V2) hold and βi,j is not an eigen-
value of −∆ + λj in L2(RN ;w2

i ), that is,

−∆v + λjv = βi,jw
2
i v in RN

has no solutions in H2(RN ) with βj,j+1 < βj,j+1,∗ for all j where βj,j+1,∗ are the
first eigenvalue of −∆ + λj in L2(RN ;w2

j+1). If N = 2, 3, λnk < 4λn1
under the

condition (1.9), αnτ+1
< αnτ for all τ = 1, 2, · · · , k − 2 and αnk = (1 + o(1))αn1

with

max{max{
√
λnταnτ },

√
λdαd−1} ≤ 2 min{min{

√
λn′ταnτ′},

√
λdαd−1}

in the case of k > 1 and αj = (1 + o(1))αnτ for all j = nτ−1 + 1, nτ−1 + 2, · · · , nτ ,
then J (−→ρ ,−→α ) has a critical point for minj νj > 1, provided

(a)
∑
j∈m∗ Bjδj > 0 and

∑nτ−1
j=nτ−1+1 βj,j+1 > 0, βnτ ,nτ+1 > 0 for all τ =

1, 2, · · · , k − 1,
(b)

∑
j∈m∗ Bjδj < 0 and

∑nτ−1
j=nτ−1+1 βj,j+1 < 0, βnτ ,nτ+1 < 0 for all τ =

1, 2, · · · , k − 1 in the case of d ≥ 3,
(c)

∑
j∈m∗ Bjδj > 0, and −2π−

1
2D−1

1 C1 < β1,2 < 0 and λ1 = λ2 in the case
of N = 2 and d = 2 while, β1,2 < 0 in the cases of N = 3 and d = 2 or
N = 2, d = 2 with λ1 6= λ2,

(d)
∑
j∈m∗ Bjδj < 0, β1,2 < −2π−

1
2D−1

1 C1 < 0 and λ1 = λ2 in the case of
N = 2 and d = 2,

where Bj , Cj , Dτ > 0 are given by (1.10), (1.11), and (1.12), respectively.

Proof. Let

J∗(−→ρ ,−→α ) =

d∑
j=1

(ϑmj +
1

2

∫
RN

(Vj(x)− λj)W 2
j dx− µj

∑
s<t

∫
RN

w̃3
t,jw̃t,jdx

−1

2

d∑
i=1;i 6=j

βi,j

∫
RN

W 2
i W

2
j dx).

Then by the assumption (V2), the symmetry of the construction of {ηt,j}, the
assumptions on {αj}, [76, Proposition A.2] and [4, Lemma 3.7],

ϑ−1J∗(−→ρ ,−→α ) =

d∑
j=1

(mj +
Bjδj + o(1)

ρ
νj
j

− (Cj + o(1))η̂
1−N

2
j e−

√
λj η̂j )

−
k∑
τ=1

nτ−1∑
j=nτ−1+1

Dτβj,j+1(ρjαj)
− 1

2 e−2
√
λnτ ρjαj

−
k−1∑
τ=1

D′τβnτ ,nτ+1(ρnταnτ )−1e−2
√
λnτ ρnτ αnτ

−D′kβd,1(ρnkαnk)−1e−2
√
λn1

ρnkαnk + h.o.t.
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for N = 2 and

ϑ−1J∗(−→ρ ,−→α ) =

d∑
j=1

(mj +
Bjδj + o(1)

ρ
νj
j

− (Cj + o(1))η̂
1−N

2
j e−

√
λj η̂j )

−
k∑
τ=1

nτ−1∑
j=nτ−1+1

Dτβj,j+1(ρjαj)
−2e−2

√
λnτ ρjαj log(ρjαj)

−
k−1∑
τ=1

D′τβnτ ,nτ+1(ρnταnτ )−2e−2
√
λnτ ρnτ αnτ

−D′kβd,1(ρnkαnk)−2e−2
√
λn1

ρnkαnk + h.o.t.

for N = 3, where Bj , Cj , Dτ , D
′
τ > 0 are given by (1.10), (1.11), (1.12), (1.13) and

(1.14), respectively. On the other hand, by [4, Lemma 3.7],

∑
t,l,s;s6=t,l 6=t

∫
RN

w̃2
t,jw̃s,jw̃l,jdx = o(η̂

1−N
2

j e−
√
λj η̂j )

and

∑
t,l,s,p;s6=t,l 6=t,p 6=t,s6=l,l 6=p,s6=p

∫
RN

w̃t,jw̃s,jw̃l,jw̃p,jdx = o(η̂
1−N

2
j e−

√
λj η̂j ).

By λnk < 4λn1
, the symmetry of the construction of {ηt,j}, the assumptions on

{αj}, Lemmas 2.1, 4.1–4.2, 5.1 and 6.2, we know that the terms including Qj,∗
and vj,∗∗ are all h.o.t. of J∗(−→ρ ,−→α ), expect the terms

∫
RN Ej,3Qj,∗dx, where by

Lemma 6.2,

∫
RN

Ej,3Qj,∗dx ∼ βj,j+1(ρjαj)
−2e−2

√
λjρjαj for all j.

Now, by Remark 6.1, if βj,j+1 < βj,j+1,∗ for all j, then

ϑ−1J (−→ρ ,−→α ) =

d∑
j=1

(mj +
Bjδj + o(1)

ρ
νj
j

− (Cj + o(1))η̂
1−N

2
j e−

√
λj η̂j )

−
k∑
τ=1

nτ−1∑
j=nτ−1+1

Dτβj,j+1(ρjαj)
− 1

2 e−2
√
λnτ ρjαj

−
k−1∑
τ=1

D′′τ βnτ ,nτ+1(ρnταnτ )−1e−2
√
λnτ ρnτ αnτ

−D′′kβd,1(ρnkαnk)−1e−2
√
λn1

ρnkαnk + h.o.t. (6.8)
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for N = 2 and

ϑ−1J (−→ρ ,−→α ) =

d∑
j=1

(mj +
Bjδj + o(1)

ρ
νj
j

− (Cj + o(1))η̂
1−N

2
j e−

√
λj η̂j )

−
k∑
τ=1

nτ−1∑
j=nτ−1+1

Dτβj,j+1(ρjαj)
−2e−2

√
λnτ ρjαj log(ρjαj)

−
k−1∑
τ=1

D′′τ βnτ ,nτ+1(ρnταnτ )−2e−2
√
λnτ ρnτ αnτ

−D′′kβd,1(ρnkαnk)−2e−2
√
λn1

ρnkαnk + h.o.t. (6.9)

for N = 3, where D′′nτ > 0 for all τ . Recall that ρj ∼ ϑ log ϑ and αj ∼ 1
ϑ with∑d

j=1 αj = 2π
ϑ for all j. Thus, we assume that ρj = ρ∗jϑ log ϑ and αj =

α∗j
ϑ

where ρ∗j > 0 and α∗j ∈ (0, 2π) with
∑d
j=1 α

∗
j = 2π. By the assumptions of {αj},

α∗j = α∗nτ + o(1) for all j = nτ−1 + 1, · · · , nτ and

k−1∑
τ=2

(nτ − nτ−1)α∗nτ + (n1 + nk − nk−1)α∗n1
= 2π + o(1). (6.10)

Now, intersecting these into (6.8) and (6.9) and noting that ρj = ρ+O(1), we have

J (−→ρ ,−→α ) = ϑ

d∑
j=1

(
mj +

Bjδj + o(1)

(ρ∗ϑ log ϑ)νj
− Cj + o(1)

(ρ∗ log ϑ)
1
2ϑ2π
√
λjρ∗

)

−
k−1∑
τ=2

(
Dτ

∑nτ−1
j=nτ−1+1 βj,j+1ϑ

(ρ∗α∗nτ log ϑ)
1
2ϑ2
√
λnτ ρ

∗α∗nτ

+
D′′τ βnτ ,nτ+1ϑ

(ρ∗α∗nτ log ϑ)ϑ2
√
λnτ ρ

∗α∗nτ

)

−
(

D1

∑n1−1
j=1 βj,j+1ϑ(n1 + nk − nk−1)

1
2

(ρ∗(2π −
∑k−1
τ=2 α

∗
nτ ) log ϑ)

1
2ϑ

2
√
λn1

ρ∗
2π−

∑k−1
τ=2(nτ−nτ−1)α∗nτ
n1+nk−nk−1

+
D′′1βn1,n1+1ϑ(n1 + nk − nk−1)

(ρ∗(2π −
∑k−1
τ=2 α

∗
nτ ) log ϑ)ϑ

2
√
λn1ρ

∗
2π−

∑k−1
τ=2(nτ−nτ−1)α∗n1
n1+nk−nk−1

)
+ h.o.t.

=: J (ρ∗,
−→α ∗) + h.o.t.
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for N = 2 and

J (−→ρ ,−→α ) = ϑ

d∑
j=1

(
mj +

Bjδj + o(1)

(ρ∗ϑ log ϑ)νj
− Cj + o(1)

(ρ∗ log ϑ)ϑ2π
√
λjρ∗

)

−
k−1∑
τ=2

(
Dτ

∑nτ−1
j=nτ−1+1 βj,j+1ϑ log(ρ∗α∗nτ log ϑ)

(ρ∗α∗nτ log ϑ)2ϑ2
√
λnτ ρ

∗α∗nτ

+
D′′τ βnτ ,nτ+1ϑ

(ρ∗α∗nτ log ϑ)2ϑ2
√
λnτ ρ

∗α∗nτ

)

−
(

D1

∑n1−1
j=1 βj,j+1ϑ(n1 + nk − nk−1)2 log(ρ∗α∗n1

log ϑ)

(ρ∗(2π −
∑k−1
τ=2 α

∗
nτ ) log ϑ)2ϑ

2
√
λn1ρ

∗ 2π−
∑k−1
τ=2(nτ−nτ−1)α∗nτ
n1+nk−nk−1

+
D′′1βn1,n1+1ϑ(n1 + nk − nk−1)2

(ρ∗(2π −
∑k−1
τ=2 α

∗
nτ ) log ϑ)2ϑ

2
√
λn1ρ

∗
2π−

∑k−1
τ=2(nτ−nτ−1)α∗n1
n1+nk−nk−1

)
+ h.o.t.

=: J (ρ∗,
−→α ∗) + h.o.t.

for N = 3, where −→α ∗ = (α∗n2
, · · · , α∗nk−1

). Let

M = {α∗nτ ∈ (0, 2π) | αnτ+1 ≤ αnτ for all τ = 2, · · · , k − 1}.

Since M is compact, the restriction of J (ρ∗,
−→α ∗) on M attains its maximum and

minimum at some points, say −→α ∗,[ and −→α ∗,‡, respectively. We claim that −→α ∗,[ ∈
int(M) in the case of (a) and −→α ∗,‡ ∈ int(M) in the cases of (b), (c) and (d). Indeed,
assume that −→α ∗,[ ∈ ∂M, then one of the three cases must happen:

(i) α∗,[nτ = 0 for some τ ,

(ii) α∗,[nτ′ = 2π for some τ ′,

(iii) α∗,[nτ = α∗,[n′τ for some τ ′ > τ .

Clearly, J (ρ,−→α ∗) → −∞ as α∗τ → 0 or α∗τ → 2π for some τ in the case of (a).
Thus, we must have the case (iii). Note that

∂α∗nτ

(
D∗τ

(ρ∗α∗nτ log ϑ)aϑ2
√
λnτ ρ

∗α∗nτ

+
D∗1

(ρ∗(2π −
∑k−1
τ=2 α

∗
nτ ) log ϑ)bϑ

2
√
λ1ρ∗

2π−
∑k−1
τ=2(nτ−nτ−1)α∗nτ
n1+nk−nk−1

)
≤ 0

is equivalent to

2
√
λnτ ρ

∗α∗nτ − 2
√
λ1ρ
∗ 2π −

∑k−1
τ=2(nτ − nτ−1)α∗nτ

n1 + nk − nk−1
+ o(1) ≤ 0 (6.11)

for all a, b > 0 and D∗τ , D
∗
1 > 0. Thus, (−→ρ ∗,[,−→α ∗,[) must satisfies (6.11) for τ ′ and

satisfies

2
√
λnτ ρ

∗α∗nτ − 2
√
λ1ρ
∗ 2π −

∑k−1
τ=2(nτ − nτ−1)α∗nτ

n1 + nk − nk−1
+ o(1) ≥ 0 (6.12)

for τ since τ ′ > τ . It follows from (6.11) and (6.12) that
√
λτ ′ρ

∗
τ ′α
∗,[
τ ′ ≤

√
λτρ

∗
τα
∗,[
τ ,

which is impossible since τ ′ > τ and α∗,[τ = α∗,[τ ′ . Thus, max−→α ∗∈M J (ρ∗,
−→α ∗) is

attained at some point of int(M) for N = 2. For N = 3, the argument is similar so
we omit it. In the cases (b), (c) and (d), we know that J (ρ,−→α ∗)→ +∞ as α∗τ → 0
or α∗τ → 2π for some τ . Thus, by similar arguments, we have −→α ∗,‡ ∈ int(M). We
denote this point (the maximum point in the case (a) and the minimum point in
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the cases (b), (c) and (d)) by −→α ∗,0(ρ∗) for every ρ∗ > 0. By (6.11), we know that
−→α ∗,0(ρ∗) satisfies√

λnτα
∗,0
nτ (ρ∗) =

√
λn′τα

∗,0
n′τ

(ρ∗) + o(1)

=
√
λ1

2π −
∑k−1
τ=2(nτ − nτ−1)α∗nτ

n1 + nk − nk−1
+ o(1) (6.13)

for all τ = 2, · · · , k−1, which, together with αnk = (1+o(1))αn1
and (6.10), implies

that

α∗,0nτ (ρ∗) = α∗∗,0nτ + o(1) for all τ = 1, 2, · · · , k,

where

α∗∗,0nτ =
2π√

λnτ (nk−nk−1√
λn1

+
∑k−1
s=1

ns−ns−1√
λns

)
for all τ = 1, 2, · · · , k − 1 and α∗∗,0nk

= α∗∗,0n1
.

Now, suppose that ρ∗ ≥ ε for a sufficiently small ε > 0 which is independent of ϑ.
Recall that ν∗ = min{νj} and m∗ = {j = 1, 2, · · · , d | νj = ν∗}, then by (6.13),

J (ρ∗,
−→α ∗∗,0) = ϑ(

d∑
j=1

mj +

∑
j∈m∗ Bjδj

(ρ∗ϑ log ϑ)ν∗
− 2C1 + π−

1
2D1β1,2

(ρ∗ log ϑ)
1
2ϑλ∗ρ∗

) + h.o.t.

in the case d = 2 and N = 2 with λ1 = λ2,

J (ρ∗,
−→α ∗∗,0) = ϑ(

d∑
j=1

mj +

∑
j∈m∗ Bjδj

(ρ∗ϑ log ϑ)ν∗
− C1

(ρ∗ log ϑ)
1
2ϑλ∗ρ∗

) + h.o.t.

in the case d = 2 and N = 2 with λ1 6= λ2,

J (ρ∗,
−→α ∗∗,0) = ϑ(

d∑
j=1

mj +

∑
j∈m∗ Bjδj

(ρ∗ϑ log ϑ)ν∗
−
∑nk−1
j=nk−1+1Dτβj,j+1

(ρ∗α∗∗,0nk−1 log ϑ)
1
2ϑλ∗ρ∗

−
D′′k−1βnk−1,nk−1+1

(ρ∗α∗nk−1
log ϑ)

1
2ϑ2λ∗∗ρ∗

) + h.o.t.

in the case d ≥ 3 and N = 2,

J (ρ∗,
−→α ∗∗,0) = ϑ(

d∑
j=1

mj +

∑
j∈m∗ Bjδj

(ρ∗ϑ log ϑ)ν∗
−

∑n1

j=1 Cj

(ρ∗ log ϑ)ϑλ∗ρ∗
) + h.o.t.

in the case of N = 3 and d = 2 and

J (ρ∗,
−→α ∗∗,0) = ϑ(

d∑
j=1

mj +

∑
j∈m∗ Bjδj

(ρ∗ϑ log ϑ)ν∗
−
∑nk−1
j=nk−1+1Dτβj,j+1 log(ρ∗α∗nk−1

log ϑ)

(ρ∗α∗nk−1
log ϑ)2ϑλ∗ρ∗

−
D′′k−1βnk−1,nk−1+1 log(ρ∗α∗nk−1

log ϑ)

(ρ∗α∗nk−1
log ϑ)ϑ2λ∗∗ρ∗

) + h.o.t.

in the case d ≥ 3 and N = 3 for ϑ > 0 sufficiently large, where λ∗, λ∗∗ > 0 are
constants which are independent of ε. Thus, by direct calculations and taking ε > 0
sufficiently small if necessary, we can see that

max
ρ∗≥ε

J (ρ∗,
−→α ∗∗,0)
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is attained at ρ∗ = ν∗
λ∗

+ o(1) in the case (a) and (c), and

min
ρ∗≥ε

J (ρ∗,
−→α ∗∗,0)

attained at ρ∗ = ν∗
λ∗

+ o(1) in the case (b) and (d). It follows from the fact that
−→α ∗,0(ρ∗) is the maximum point in the case (a) that maxρ∗≥ε,−→α ∗∈M J (ρ∗,

−→α ∗) is

attained by some points of (ρ∗∗∗,
−→α ∗∗∗) in the case (a), which implies that J (−→ρ ,−→α )

has a critical point with ρ∗0 > 0 and α∗j,0 ∈ (0, 2π) for all j if ϑ > 0 sufficiently large in

the case (a). In the case (b) and (d), by the fact that −→α ∗,0(ρ∗) is the minimum point,
we know that minρ∗≥ε,−→α ∗∈M J (ρ∗,

−→α ∗) is attained by some points (ρ∗∗∗,
−→α ∗∗∗),

which implies that J (−→ρ ,−→α ) has a critical point with ρ∗0 > 0 and α∗j,0 ∈ (0, 2π) for
all j if ϑ > 0 sufficiently large in the case (b) and (d). In the case (c), we denote

J̃ (ρ∗,
−→α ∗) = −J (ρ∗,

−→α ∗). Then, we know that minρ∗∈N max−→α ∗∈M J̃ (ρ∗,
−→α ∗) is

attained by some points of int(N ×M), where N = {ρ∗ ≥ ε}. Again, we denote
this point by (ρ∗∗∗,

−→α ∗∗∗). Now, let

Mδ,∗ = {−→α ∗ ∈M | |−→α ∗ −−→α ∗∗∗| ≤ δ, ρ∗ = ρ∗∗∗}
and

N∗ = {ρ∗ ≥ ε | −→α ∗ = −→α ∗∗,0}.
where we take δ > 0 small such that

max
∂Mδ,∗

J̃ (ρ∗,
−→α ∗) < min

N∗
J̃ (ρ∗,

−→α ∗).

Since ∂Mδ,∗ is homeomorphic to the ball of Rk−2, it is standard to show that
∂Mδ,∗ links to N∗ (cf. [78, Chapter 2]). Thus, by the linking theorem (cf. [78,
Theorem 2.9]),

C = min
ϕ∈Γ

max
(ρ∗,
−→α ∗)∈Mδ,∗

J̃ (ϕ(ρ∗,
−→α ∗))

is a critical value, where Γ = {ϕ ∈ C(Mδ,∗,Rk−1) | ϕ(∂Mδ,∗) = id}. It follows
that J (−→ρ ,−→α ) has a critical point with ρ∗j,0 > 0 and α∗j,0 ∈ (0, 2π) for all j if ϑ > 0
sufficiently large in the case (c). �

We close this section by the proof of Theorem 1.1.

Proof of Theorem 1.1: This proof follows immediately from Lemma 6.1 and
Proposition 6.1. 2
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