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Abstract

We show that there exists multi-vortex, non-radial, finite energy so-
lutions to the magnetic Ginzburg-Landau equations on all of R?. We
use Lyapunov-Schmidt reduction to construct solutions which are in-
variant under rotations by 2 (but not by rotations in O(2) in general)
and reflections in the x— axis for some k > 7.

1 Ginzburg-Landau equations

1.1 Introduction

The standard macroscopic theory of superconductivity is due to Ginzburg and
Landau [9, 28]. It can be derived from the microscopic theory due to Bardeen,
Cooper and Schrieffer [8, 10]. Stationary states of superconductors occupying
(for simplicity) the plane R?, are described by pairs (¢, A), where ¢ : R? — C
is the order parameter and A : R? — R? is the magnetic potential. These
states satisfy the system of equations

—Au + MY - 1) =0 (1.1)

VXV xA—ImtVa) =0 (1.2)

called the Ginzburg-Landau (GL) equations. Here A > 0 is a constant depend-
ing on the material in question: when A < 1/2 or > 1/2, the material is of type
I or IT superconductor, respectively; V4 = V — ¢ A is the covariant gradient,
and Ay = V4-V4. For a vector field A, V x A is the scalar 0; Ay —Jy A1 and for
scalar £, V x & is the vector (—02€, 01€). Equation (1.2) is the static Maxwell
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equation for the magnetic field B = curl A and supercurrent Im(¢V 41). We
consider here configurations satisfying the superconducting boundary condi-
tion

W@ =1 as o] = oo

The Ginzburg-Landau equations on the plane model superconductors in R3
which are spatially homogeneous in one direction, when neglecting boundary
effects [14]. They also describe equilibrium states of the U(1) Higgs model of
particle physics [16].

Equations (1.1) and (1.2) are Euler-Lagrange equations for the Ginzburg-
Landau energy functional

1 A
WA =5 [ IVawP (VAP P10y
R
i.e., solutions of (1.1) and (1.2) are critical points of &: &'(¢, A) = 0. Here
&'(u) denotes the L? gradient of the functional £ at a point u := (¢, A).

Define the vorticity or the winding number of the vector field ¢ : R? — C
at infinity as degi) := deg <‘—%||a:|:R> = %fp:\:R d(argy) for R sufficiently
large. Assuming a pair (¢, A) has finite energy, then the degree of the vector
field ® is related to the flux of the magnetic field B = curl A as follows:

/R? B = 2n(deg ).

To date, the only non-trivial, finite energy, rigorously known solutions to
equations (1.1)-(1.2) on all of R? are the radial and equivariant solutions of
the form u = (1, A™), with

V() = fo(r)e™  and  A™(z) = a,(r)V(nh) (1.4)

called n — vortices. Here (r,6) are the polar coordinates of the vector x € R?
and n = deg 1), is an integer. Existence of n-vortex solutions of the form (1.4)
was proved in [20, 4] using variational methods. The stability and instability
properties of n-vortices were established in [12, 11]. More specifically, in [12],
they showed that for A < 1/2, any integer degree vortex is stable; for A > 1/2,
only n = %1 vortices are stable. When A = 1/2, all integer degree vortices are
stable [1].

One has the following information on the vortex profiles f,, and a, (see
20,4]): 0< f, <1,0<a, <1lon (0,00); fl,al, >0;and 1 — f,,1—a, — 0

as r — 0o with exponential rates of decay. In fact,

fu(r) = 140(e™™") and
an(r) = 1+0(e™") with

my = min(V2X\,2).

At the origin, f, ~ cr™ a, ~ dr? (¢ > 0,d > 0 are constants) as r — 0.
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In addition, we have the asymptotics of the field components as established
in [20] as r = |z| — oo:

JM(r) = nBuKL(r)[1 + o(e™™ )] Ji
Eanymxmm—i+muﬁ} (1.5)

2r
()] < cem™

Here j™ = Im(yp™(V 49)™) is the n-vortex supercurrent, 3, > 0 is a con-
stant, and K;(r) the order one Bessel’s function of the second kind which
behaves like % (1 +0 (%)) as r — 00.

Equations (1.1) and (1.2), in addition to being translationally and rotation-
ally invariant, have translational and gauge symmetries: solutions are mapped

to solutions under the transformations

() = Ylr—2),  Alr) = Alz - 2)

for any z € R?, and .
Y — ey, A— A+ Vy

for twice differentiable v : R? — R. Consequently, solutions (1.4) lead to the
following families of solutions

where n is an integer, z € R? and v : R? — R.

For reviews and books on the Ginzburg-Landau equations of superconduc-
tivity, one can refer to [3, 5, 7, 14, 16, 22, 23], for example.

In the case of the Ginzburg-Landau equation on bounded domains, non-
radial non-magnetic solutions have been found by Bethuel, Brezis, and Helein
2, 3] and non-radial magnetic solutions have been found by Sandier and Ser-
faty (see references in [23]). This is due to the boundary forces which keep
repelling vortices within the bounded domain.

In the case of the Ginzburg-Landau equation on unbounded domains, Ovchin-
nikov and Sigal [19] conjectured by numerical evidence that for the non-
magnetic Ginzburg-Landau equations on the whole plane, non-radial solutions
do exist. In addition, Gustafson, Sigal and Tzaneteas [14] suggest that for
magnetic vortices, stationary multi-vortex configurations of degrees +1 occur
with discrete symmetry group. In this paper, we prove rigorously that this
last conjecture is true.

Notation: For the rest of the paper, when we write L? and H®, we mean
scalar /vector L? spaces and scalar/vector Sobolev spaces or order s. We denote
the real inner product on L?(R?; C x R?) to be

((5)(8))= [ ireéor+a-mn.
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We will denote LP norms as || - ||, = || - ||z» and H® norms as || - ||g=. Finally,
we will denote the letter ¢ or C' for generic constants that do not depend on
any small parameters present.

1.2 Results: Finite-energy non-radial magnetic vortex
solutions

In this section, we state the main result of this paper.
We first define a degree-changing solution of (1.1) and (1.2) as a multi-
vortex configuration containing both positive and negative degree vortices.

Theorem 1.1. Fiz A\ > 1/2 and an integer k > 7. There exists a sequence,
(ui)iso = (i, Ai)is0, of non-radial degree-changing solutions to (1.1) and
(1.2) containing km; vortices, m; — 0o, invariant under rotations by 2?” (but
not by rotations in O(2) in general) and reflections in the xo = 0 line. Fach
u; has finite-energy of the form

E(w;) = km;E(W®) +0o(1) as m; — oo, (1.7)
where v* is the +1 or —1 degree vortex.

Recently, Sigal and Tzanateas have found Abrikosov type lattice solutions
with infinite energy on the whole plane [25] and have proven these lattice
solutions are stable under gauge periodic perturbations [26].

We construct these degree-changing, finite-energy, non-radial solutions in
the spirit of the construction of sign-changing, finite-energy, non-radial solu-
tions to the non-linear Schrodinger equation in R™ by Musso, Pacard and Wei
in [18]. In addition, we use the results of effective interaction of magnetic
vortices derived by Gustafson and Sigal in [13].

The solutions u; will be multi-vortex configurations whose vortices are lo-
cated on two equilateral k-gons (a polygon with & sides of equal length) and
on k line segments joining the vertices of the two k-gons. One k-gon, called
the inner k-gon, will be in the interior of the other one, called the outer k-gon.
We will show later that there exists two sequences of integers (p;)i>0, (¢i)i>0,
both tending to infinity, such that m; = p; + 2¢; in Theorem 1.1 (see proof of
Theorem 2.1). For each multi-vortex configuration w;, p; vortices of +1 degree
will be placed, at approximately equal length [ between each other, on the
vertices of the inner k-gon and on the line segments joining the vertices of
the two k-gons. Also, 2¢; vortices of alternating degrees +1 and —1 will be
placed, at approximately equal length I(> [) between each other, on the edges
of the outer k-gon. As p;, q; — oo, the number of vortices in the configuration
km; = k(p;+2¢;) — oo, and both [, also tend to infinity so that the size of the
inner and outer k-gons grows larger and larger. A cartoon example of solution
u; can be found in Figure 2.1 in Section 2 for £ = 7, and small integers p, q.
A more precise description of the solutions u; can also be found in Section 2.



The rest of the paper is organized as follows. In Section 2, we outline the
main ideas and steps and prove Theorem 1.1. We will use Lyapunov-Schmidt
reduction and break the problem up into two subproblems: the problem in the
"orthogonal” direction and the ”tangential” direction, or reduced problem. In
Section 3, we solve the problem in the orthogonal direction, and in Section
4, we solve the reduced problem. In the Appendix, we include the outline of
proofs of technical results from [13].

2 Main Steps of Proof of Theorem 1.1

In this section, we outline the main steps of and prove Theorem 1.1.

Consider test functions describing m > 2 number of vortices glued to-
gether with centers at zq, 2, ..., 2,,, and degrees ny,ng, ..., n,,. More specif-
ically, let m € Z" denote the number of vortices with topological degrees
(n1,n2, ..., ) € Z™, n; € Z \ {0}; denote the location of the center of each
of these m vortices by z = (21, 29, ..., 2m) € R*™ and let y : R? — R denote a
gauge transformation. We associate with each z and y, a function

Vzx = (wzmA@c) (2.1)
where .
x(x) H ) (g — ) (2.2)
j=1
and

Z A (1 — 2) + V(). (2.3)

For a given z € R?™, we take our gauge transformations to be of the form

m

X(@) =)z A (x = 25) + X(2) (2.4)

j=1

with y € H?(R?* R). Equivalently, our gauge transformations must live in the
space

H2(R*R) = {x € H*(R*R) | x — Y 2 - A™)(z — z)) € H*(R%R)}
j=1
to ensure that v,, € X where

XM= {(¢h, A) : R* = C x R* | (¢, A) — (™, A™) € H'(R*; C x R?)}

is the affine space of degree n configurations (see (A.6) and (A.7) in Appendix
A). The pair (z, x) (or sometimes just z) is called a multi-vortex configuration.



For z = (21, ..., 2m) € R®*™ denoting the centers of m > 2 vortices in a vortex
configuration, define the inter-vortexr separation as

R(z) = min |z — %
i#]

Define our infinite dimensional manifold of widely spaced multi-vortex con-
figurations
va,e — {'ng | (éu X) € ZE}
parameterized by the set of all centers of vortices and gauge transformations
e_R(g)

R(2)

The tangent space to point v,, € My, is

Zez{(z,x)\ < e and Xer(]RQ;]R)},

()
Ty, My = span {(7, 8X>’U§X,(921,{ Uy | J=1,0my E=1,2; v € HZ(RQ;R)} )

Vzx
consisting of the ”almost zero-modes” defined by (2.1) to (2.4) as follows: the
gauge-tangent ”almost zero-modes” are

63 = o = () 25

for v : R? — R. Here, the notation (v, d,)v,, denotes the Fréchet derivative
of the map y — (e, A + V) evaluated at y in the direction of 4. The
(gauge-invariant) translational-tangent ”almost zero-modes” are

7o . oy _ (g A (2.9 2.6
gk T Oz Uzy = ij“‘( k(= 25),0y) ) vax (2.6)

J

— ( X Ty 00 (& = 21)[0ny, — 1(AM) (2 — 25) )] (2 — 2) )

B")(z — z;)ef

where A := [A() (. — 2. v, B =V xAM™ and et = (0,1) and ed = (—1,0).
k J 1 2 )

Note that 77" are defined by covariant differentiation to ensure that 82’;] Uy €

H' x L?, while ., v., is not. These tangent vectors are called almost zero

modes since they ”almost solve” £”(v,,)n = 0 (see Theorem 3.1(c) below).
Let u = (¢, A), and denote F(u) = £'(u), defined as a map from H? to L.

Explicitly,
A+ (WP - Dy
Flu) = ( V x VA x A Im(V 41) ) ' (27)

Thus, equations (1.1) and (1.2) can be written as F'(u) = 0.
Define orthogonal projections

oy = L? — orthogonal projection onto
span{T", G2 | j =1,...,m, k=1,2, v € H*(R*R)} and
W; = 1 -y (2.8)



The operator W;X projects onto the L? orthogonal complement of Ran(7.,),
ie., 73, : L* — [Ran(m,y )"

It is clear from definitions (2.5), (2.6), and (2.8) that

Ty, My = Ranm,, .

Vzx

The proof of existence of a solution to (1.1) and (1.2) relies on the following
two steps:

1. Liapunov-Schmidt Reduction and Solution in the Orthogonal
Direction. We use Liapunov-Schmidt reduction to break the problem
up into its tangential and orthogonal components. We will show there ex-
ists a solution in the orthogonal direction using an implicit function type
argument. More precisely, we will show that for € > 0 sufficiently small
and for all widely spaced multi-vortex configurations v,, with (z, x) € X,
there exists a unique w,,. € Ran(mz; ) such that

W;‘XF(UEX + Wyye) = 0. (2.9)

2. Reduced Problem and Solution in the Tangential Direction.
We show that the corresponding problem in the tangential direction,

szF(ng + w§><6) =0, (2.10)

can be solved by finding a specific widely spaced multi-vortex configu-
ration v, , built from a perturbation of v.,, an approximate polygonal
solution to (1.1) and (1.2). Note that due to gauge equivariance, we do
not need to solve for the gauge Y.

Steps 1 and 2 will imply our result. Steps 1 and 2 will be done in Sections 3
and 4, respectively.

Remark: In both Steps 1 and 2 above, we require the solutions that we
construct to be invariant under rotations by 2?” and reflections along the x5 = 0
line, i.e., solutions u of (1.1) and (1.2) constructed will satisfy

w(Rpx) =u(zr) and  w(Az) = u(z), (2.11)

where Ry is the rotation by 2?” and A is reflection along the x5 = 0 line. There-

fore, we assume for the rest of the paper that our multi-vortex configurations
v, and our fixed point/perturbation w satisfies symmetry conditions given by
(2.11).

We note that we do not have a small perturbation parameter here, as is
usually the case in singular perturbation theory techniques such as Lyapunov-
Schmidt reduction. Instead, we will perturb a specific multi-vortex configu-
ration which is almost a solution to (1.1) and (1.2) into a genuine solution of
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(1.1) and (1.2). We describe this in more detail here.

(nO) (nde)
First, denote vy = ( ﬁ(no)g; ) and vge = ( ﬁ("d)gg ) two vortices with

degrees ng and nge at centers z; = 0 and 2z, = de for e a unit vector and d > 0.
Define the interaction energy of the two vortex configuration v(g,de), as

W(d) = E(v(.ae)c) — E° — E*, (2.12)

where E° = £(vy), E% = £(vg4.) are the self-energies of vortices vy and vge. By
definition, the magnitude of force between the two vortices in configuration
V(o,de)x is given by [04W (d)|. We have the following crucial lemma, which is
essentially proven in Lemma 11 of [13], so we will just summarize the main
steps of the proof in Appendix A.

Lemma 2.1. Fiz A > 1/2. To leading order as d — oo, the force exerted on
vortex vy by vortex vqe, in the direction of unit vector e, is given by

OaW (d) = nonae¥(d) + O (e~ 1) (2.13)

for some § > 0 small. Here, ng,nge. are the respective degrees of the vortices
and the effective magnitude of the inter-vortex force is

U(d) = Cror o e—\/; (1 40 (é)) (2.14)

where
Crs12 = / e"*(—A+1)Bdx
RZ

is a positive constant independent of e and B =V x A.

Remark: For our construction of non-radial magnetic vortex solutions to
work, it is crucial that the interaction force be exponentially decaying. The
construction outlined below does not work for non-magnetic vortices on the
whole plane as the interaction energy is of logarithmic order.

Having precise knowledge of the effective interaction force between two
vortices, it is natural to ask if there exists a multi-vortex configuration which
is almost forceless, static or in equilibrium? In other words, does there exists
a Uz, such that

m m 2 — 2
>N nknj\ll(|zk_zj|)m =0 (2.15)
J=1 k] S

or almost zero? The answer is yes. The idea for such the construction of
a configuration originated in the work of Kapouleas [17] in finding compact
constant mean curvature surfaces. This idea was subsequently used by Wei



and Yan [29] to construct infinitely many non-radial positive solutions and by
Musso, Pacard and Wei [18] to construct finite energy sign changing solutions
with dihedral symmetry for the nonlinear Schrodinger equation in R". We
describe more precisely this almost forceless, static equilibrium multi-vortex
configuration now.

Approximate polygonal solution

First, we construct an approximate polygonal solution of F'(u) = 0 satisfy-
ing (2.11) as in [18]. The approximate polygonal solution will be a multi-vortex
configuration whose vortices are placed on an inner and outer equilateral k-
gon (a polygon with k sides of equal length) and on line segments joining the
inner and outer k-gons.

We begin by fizing an integer k > 7 and assuming there exists two positive
integers, p, ¢ and two positive real numbers [, [ which satisfy the relation

(sin %) pl = (2q — 1)I. (2.16)
Let us define the vertices of the inner and outer equilateral k-gons to be at
points Ria; and Rja,,; for i =0,...,k — 1, where
[
a; = 5 sin el apy1 = a1 + pley (2.17)

k

and Ry, is a rotation by 27/k. In other words, the vertices of the inner and
outer k-gons are the orbits of the two points a; and a,1 by rotation Rj. Define
an inner spoke joining the inner and outer k-gons as a line segment connecting
the two vertices Ria; and Ria,y1, for a fixed i = 0,...,k — 1. Note that there
are k of these inner spokes or line segments.

Now, we place magnetic vortices on the vertices of the inner and outer
k-gons, on the k inner spokes and on the k edges of the outer k-gon. More
precisely, the magnetic vortices on one inner spoke are located at points

a, :=ay+ (r—1)ley, for r=2,..p, (2.18)

and on the other k£ — 1 inner spokes at points Ria, for i = 1,....k — 1 and
r = 2,...,p. The magnetic vortices on one edge of the outer k-gon are located
at points

be = ap1 +slt, for s=1,..,2¢—1, (2.19)

and on the other k—1 edges of the outer k-gon at points Ribs fori =1,...,k—1
and s =1,...,2¢ — 1. In (2.19),
t = (—sin(n/k), cos(m /k)). (2.20)

Note that the distance from the origin to a,1; is pl + and due to

i
_ 2sin(w/k)?
(2.16), the edges of the outer k-gon all have length 2¢l. Figure 2.1 gives an
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Figure 2.1: The location of the vortices in the approximate polygonal solution
Ve, for k= 7,p = 7 and ¢ = 4. The darker (blue) and lighter (red) dots
represent +1 and —1 vortices, respectively.

example picture of the approximate polygonal solution described in between
equations (2.16) and (2.20) when k =7,p =7 and ¢ = 4.
We collect all the magnetic vortex centers defined above into the vector

C = ((11, ceey Qpy1, bl; e ,bgq_l, ceey ng_lal, ceny Rllz_leq—l) € RQk(p+2q) (221)
and define the approximate polygonal solution as

o= (| T S = R I ]}
K\ X [P AP (- — Ria,) + 3220 AT (- — Rib,)| + Vx

(2.22)
where the degrees of the vortices in v, are
n. = 1 forall r=1,....,p+1 and
ns = (—1)° forall s=1,...,2¢—1. (2.23)

Note that v, satisfies symmetry conditions (2.11) and by the arrangement of
+1 and —1 degree vortices as defined in (2.23), the multi-vortex configuration
Uy is observed to be almost forceless. An example picture of a configuration
Ve, can be found in Figure 2.1.

Perturbation of the approximate polygonal solution

Now, we try to perturb the approximate polygonal solution into a ”gen-
uine” solution by perturbing the points a, and b,: let

Y 1=y + e, T:1,--.,p+1, <224)

and _
Z=by+ Ot +lyn,  s=1,...,2g—1 (2.25)
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where
n = (cos(m/k),sin(n/k)). (2.26)

Since we require our solutions to be invariant under rotations by 27/k and
reflections in the z5 = 0, i.e., we require solutions u to satisfy (2.11), then z
and zg,_, must be related by the equation

Zog—s = RiAzs

for all s =1, ...,q. This relation and the fact that RxAt = —t and RyAn = —n
imply that for s =1,...,¢q,
ﬁs = _ﬁQq—s and Vs = V2q—s-

In particular, 3, = 0, and therefore, the total number of free parameters is in
fact just 2q + p.
Define the vectors

Q= (a17 v 7ap+1) € RP+1’ ﬁ = (ﬁh s 76(1*1) € qua Y= (717 s 77(1) eR?
and the set of free perturbation parameters by

la,| <1, r=1,...,p+1
o= (,3,7) : B <1, s=1,....,q—1 } cRPt™, (2.27)
lys| <1, s=1,...,q

We note here that the bound 1 on «,., 3, I, is arbitrary and could be replaced
with any finite constant. We collect the perturbed vortex centers into the
vector

20 = (Yls ooy Ypi 15 21, ooy Z2g 1 - - RETMyy, o RE 7Ly, ) € RI*@H20,
(2.28)
and denote the perturbation of the approximate polygonal solution as

Vzx = (wz"’() (2.29)

with v, given in (2.22) and 2, in (2.28). The degrees of the vortices in v,
are the same as in v, (see (2.23)). Note that for [ large enough, (z,,x) € %
since R(z,) =~ .

The main Theorem 1.1 now follows from the following theorem:

Theorem 2.1. Fiz A\ > 1/2 and k > 7. There exists a positive constant €
such that for all € satisfying 0 < elog"*(1/€) < ey and for all | > %, if | solves
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(i) Force Balancing Condition:

W(l) = QSin%\I/( ) (2.30)

and if p,q are positive integers satisfying
(i1) Polygonal Closing Condition:
. T
(2 sin E> pl = (2q — 1), (2.31)
then (1.1) and (1.2) has a solution of the form
U=Vy T W

where z, = c+O0(e™®) for some § > 0 and x is a gauge function with (z,,x) €
Yo w = O(elog*(1/€)) in H2(R2;C x R?) and u has finite energy given by

e lz,)
E(u) =k(p+2¢9)EW*)+ O (T%)>

as R(z,) = | — oo. Here, v* is the +1 or —1 degree vortices and ¢, z,, and
v, y are defined in (2.21), (2.28), and (2.29), respectively.

Remarks:

1. The condition k > 7 is purely geometrical in nature and is required so that
the vortices at vy, and z; in z, do not interact too much. More precisely, if
k < 6, one can approximate the distance between vortices at vy, and z; to be
2lsin (T — Z) + O(1) <1+ O(1) as | — oo. Therefore, when considering the
forces between the nearest neighbors on y, (see definition (4.20)), one has to
also consider z; and Az, instead of only y,—1 and y,+1. This is very important
when showing that equation (2.10) can be reduced to an equivalent solvable
Toda system for perturbed parameters o = («,3,7) defined in (2.27) (see

(4.34) and the proof of Proposition 4.2 below).

2. The ”Force Balancing Condition” is required so that the L.h.s. of (2.15) is
almost equal to zero. More precisely, (2.30) is required so that the leading order
expressions for the inter-vortex forces in the multi-vortex configuration v, _,
cancel out and have an ”almost” forceless equilibrium/static solution (again,
see the proof of Proposition 4.2 below).

3. The ”"Polygonal Closing Condition” is purely geometrical in nature too,

and relates the distances between vortices on the ”inner spokes” (1) and ”outer
edges” ([) of the polygon.
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4. For A\ < 1/2, the inter-vortex forces are always attractive and do not depend
on the degrees of the vortices in the configuration (see Lemma 6.1(b) of [21]).
Therefore, we cannot construct almost forceless configurations for A < 1/2 as
we do here for A > 1/2.

Theorem 2.1 will be proven in Section 4.2. Now we are ready to prove our
main theorem.

Proof of Theorem 1.1. By (2.14), U(l) is a strictly decreasing function of [
for [ large enough. Hence, ¥ has an inverse function U~! (defined on a suitable

domain) for large enough I, and therefore, (2.30) defines [ as a function of I
via formula [ = U~1[(2sin(7/k)) "1 W (1)]. Using (2.30) and (2.14), we obtain

7 1
[=1+In (2sm k) o). (2.32)
Substituting (2.32) into (2.31), we obtain
29 — 1 T 1 2
P = 2sin . [1 —1"'In (2 sin k) +O(l™ )} (2.33)

Now choose positive integers p and ¢ large enough such that

29 —1
p

0< - QSing < &. (2.34)

From (2.33) and (2.34), it is clear that there exists a unique [ with [ > ¢;* >

“2eng ln<2sm ) such that (2.33) is satisfied, i.e., (2.31) is satisfied. Therefore,
by Theorem 2.1, there exists two sequences of posmve integers (p;)i>o0, (¢i)i>0
tending to mﬁmty with 24-1 T, and a sequence, (u;)i>o, of degree-
changing non-radial solutions of (1.1) and (1.2) with energy given by (1.7)
where m; := p; + 2¢;. This last statement comes from the fact that as R(z) —
oo, the energy of the a multi-vortex configuration v,, containing m vortices is

given by &(vzy) = > 0%, EM) +0 ( @ ) (see Lemma 7 in [13]) where E()

— 2sin T

VARG
is the self energy of the j vortex of degree n;. In this case, our multi-vortex
configuration v, _, has k(2¢+ p) = km vortices of degree either +1 or —1 with
self energy of each vortex £(v*). Here, R(z,) ~ | — oo since p,q — o0 in
(2.33).
O

3 Solution in the Orthogonal direction

In this section, will show that for e > 0 sufficiently small and for (z,x) € %,
there exists a unique wy € Ran(mz, ) such that (2.9) is satisfied.
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We first state the following theorem from [13] which is crucial in our anal-
ysis. Parts (a) to (e) of the theorem below is proven already in [13] and [27]
for A > 1/2. We will reprove part (d) in Appendix A, as their is a slight

modification to the original proof in [13].
For real numbers g, h, define the error function

9" () = €?log"(1/e).
Theorem 3.1. For e > 0 sufficiently small and for (z,x) € X,
(a) (Almost solution)

1

[F(vz) |22 = O(T(e));
(b) (Almost Orthogonality)
(T3 Ti) = Aoy Ot + O(T2 (6),
where
1 . "
V) = §||VA<"J')¢<RJ)||§ + HCUT[A( J)H%’

and :
(T35, G2X) = O(TVi (€)1l 2

(¢) (Almost zero modes) Write
Ly = E"(vzy).-

Then )
Loy T2 = O(Th2(€)) and

1L G3¥ |2 < el () ||yl e
Therefore, from (2.8), (3.6) and (3.7), it follows that

Loy 7a = O3 (e)) in L2,

(3.1)

(3.2)

(3.3)

(3.8)

(d) (Coercivity of Hessian) There exists an €y > 0 such that for 0 < € < &,

(z,Xx) € X and w € Ran(r),
(w, Loyw) = erf|wllzp > eoflw]3

for some positive constants ¢y and c,.

(3.9)

(e) (Invertibility of Hessian) There exists an €, such that for all 0 < € < &,

(z,x) € Xe and w € Ran(rg,,), we have
[Laxwlr2 = wlwl|

for some constant w > 0.
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Remark. If the distance between the two vortices in the two vortex con-
] i —R((0,de
ﬁguratlon V(0,de)x 1S d = [ and \I}([) < €, then by Lemma 2.1, e—R((0,de))

R(0,de)
Therefore, if we choose [ large enough in the polygonal multi-vortex configu-
ration z_ such that ¥(l) < ¢, then since [ = [ + O(1) by (2.32), e—R(zo)

< €,
v R(z,) ¢

and all the statements of Theorem 3.1 will apply. We will assume this will be
the case for the rest of the paper.

Using Theorem (a) and (e) and the nonlinear estimates in Lemma 3.1 below
brings us to the following main result of Step 1.

Theorem 3.2. There exists positive constants oy and ey such that for all 0 <
1
[i(e) < e and for every (z,x) € X, there exists a w,e € Bpy2(0,380) N

Ran(nz,) such that (2.9) is true. In addition:
[ware|l 2 < DTV (e) (3.10)
where D = D(w, k) and
K :=sup ——||F'(v, 2. 3.11
P T 1 (vz) (3.11)

Proof. This is a basic implicit function type argument, which can be found

n [24, 21]. We begin with the following definitions. Let v = v,, + w, where

Vo = ( jﬁzx ) € Mpye , and w = ( g ) € H? with w L T, My,,. Using
22X

Taylor expansion, we have

F(vyy +w) = F(vsy) + F' (v )w + N (v, w), (3.12)
where F'(v,,) and N (v, w) is defined by this relation and explicitly given by

F'(v,)w = (3.13)

( [ AA +35 (2|¢le2 )] % ﬁxg + i[ZVAgxwzx""w;xv]'B )
Im([VAgxng w&xvflgx]g) + (FA+VV + i) B

and

N (vzy, w) = (3.14)

<>\(2¢z><§+@/}zx€+|§|2)§ + 1Bl + &) + i[(V-B)§ +2B - Va,, ¢ >

i(v
—Im(EVa.8) + BR2Re(V£&) + ¢ ! )

We need the following nonlinear estimate:

Lemma 3.1. There exist positive constants Csy, Cs, Cy independent of z, x, €
such that for all w € H? with |w|| . < Cs,

IN (vzrs )] 2 < O [|w]| g2 (3.15)
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and

|0 N (Vs w) || g2—r2 < Calw||g2. (3.16)

Proof. Lemma 3.1 follows directly from Sobolev embedding theorems and the
mean value theorem (see [24]). O

Let € satisfy 0 < € < € so that L, is invertible by Theorem 3.1e. Using the
Taylor expansion (3.12) and abbreviating 7 F (vy) to Fi} and 5 N (v, w)
to Nz (w), we rewrite equation (2.9) as a fixed point equation w = S, (w) for
the map S, defined on H? by

Say(w) = =L [N (w) + Fi. ] . (3.17)

Let w, (s, C5 and Cy be the constants in Theorem 3.1e and Lemma 3.1. Set
do = min(Cs, 36, 3¢;) and € = min(&, %Lw), where £ is defined in (3.11).
We will show that for e satisfying 0 < [ (€) < e, Sy maps the ball By =
Bp2(0,00) N [Ran(7y,)] continuously into itself. Let w € Bj. Then for e

satisfying TV (e) < € and ||w|| < 6 < Cs, we have by Theorem 3.1e and
Lemma 3.1

1
IS (@)l < = 1N (w) + Foll
1
< " <C3 ||w”i12 + ||F§J>_<HL2>
< é (0353 + mr%(e)) < 4o,

where in the second last inequality, we used (3.11), and in the last inequality,
we used the definition of dy and €. Therefore S.,(w) is in By, too.

In addition, for w and w’ in Bj;, we have from (3.16) and the mean value
theorem that

IN (e, w) = N(vzy w')ll 2 < Cado lJw — w'l] 2 - (3.18)

2

Hence, (3.18) and our choice of ¢y imply

1S (w) = Sax (W)l e |5 (N2 (w) = Nz (w)]|

0450 1
w

lw =l < 5 llw = w'll

<

Therefore, S, is a contraction map and so S, has a unique fixed point w,,.
in Bj.. By the definition of the map S.,, this fixed point solves (2.9) which
proves the first part of Theorem 3.2.

For the second part of Theorem 3.2, we note that
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”S@c(O)HHZ) = HLg_XlF;_(”HQ <w™! HF(U;x)HLz .

But for the fixed point w,,., we have

Wzye = Szx(w§><€) = Szx(o) + ng(“’zx&) - Szx(o)-

Consequently,

HwEXEHHQ < Hng(O)HHZ + Hng(szE) - Szx(o)”}p

< WHIFEa)ll e + 5 el e

Since || F'(vzy)||r2 < k1 (€) by (3.11), the last inequality implies part a) with
D = 2w tk:

||w§xe||H2 < 200_1/@111’%(6)- (3.19)
]

4 Reduced problem and solution in the tan-
gential direction

In this section, we solve the reduced problem (2.10) for (z, x) € X, in Step 2
of section 2 and prove Theorem 2.1.

Denote by 7%, and W;X the L2-orthogonal projections onto the gauge and
translational ”almost” tangent vectors, respectively. By definition, we have

Tay = T, + oy (4.1)

By (4.1), solving (2.10) for (z,x) € X, is equivalent to solving the coupled
system of equations

ﬂsz(véx + W) =0 (4.2)
and

T F 0z + Waye) = 0 (4.3)

for the pair (z,x) € X.. We will show that if there exists a multi-vortex
configuration z such that (z,x) € X, solves (4.3) for ¢ > 0 sufficiently small
and x € H?(R? R) arbitrary, then due to gauge invariance, one can show that
this same (z, x) € X, solves (2.10), i.e., this same (z, x) € X, solves both (4.2)
and (4.3). Therefore, to find (2, x) € 3. which solves (2.10), we are reduced
to finding a multi-vortex configuration z which solves (4.3).

In subsection 4.1, we will show that if there exists a multi-vortex config-
uration z such that (z,x) € X, solves (4.3) for € > 0 sufficiently small and
X € H2(R%* R) arbitrary, then this same (z,x) € X, solves (2.10). In subsec-
tion 4.2, we will prove that (4.3) is satisfied for z, defined in (2.28) of Section
2, and then finish the proof of Theorem 2.1.
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4.1 Independence of (Gauge and solution to reduced prob-
lem

In this subsection, we will prove the following proposition.

Proposition 4.1. Suppose there exists a multi-vortexr configuration z such
that (z,x) € e solves (4.3) for e > 0 sufficiently small and x € HZ(R*R)
arbitrary. Then this same (z,x) € Xe solves (2.10).

Before we prove Proposition 4.1, we need some definitions and notation.
Define the symmetry action of g, on the vectors v = (¢, A) (solutions of G-L

equations) as
_(
GyV = ( A+ Vy ) (4.4)

and the action of g, on vectors w = (£, B) (perturbations around solutions)

as ix
G = ( er ) . (4.5)

From Theorem 3.2, we know that for ¢ > 0 sufficiently small and for all
(2,X) € Xe, Wy 1s a unique fixed point of map S, defined in (3.17). Dropping
the z and e dependance everywhere (equivalently, fixing z and ¢), we have

wy = S(wy), x€ H§<R2§R>- (4.6)
Now we are ready to state the following required lemma.

Lemma 4.1. Let wy and w,, be unique fized points of maps Sy and S, respec-
tively. Then
Wy, = Gy Wo. (4.7)

Proof. Let wg,w, be the unique fixed points of the maps Sy, S, respectively.
Denoting Ly := F'(v.y), Ly := my Lymy, vy = gyvo = (X, AX) and wy =
(¢, B), one can show using (4.4) and (4.5) that

7"; (Gywo) = Gymy (wo); (4.8a)
F(gyvo) = g F(vo); (4.8b)
N (vy, wy) = Gy N (vo, wo); (4.8¢)
L, = gXL0§;1 and hence (L;)_1 = gX(Lé)—lg;P (4.8d)

Indeed, (4.8a) comes from (4.1) and the explicit expressions for 7}, = 7!, and
7y = mJ, . More precisely, for w = (£, B) and using Dirac notation (see [24]):

maw = 30 ST 1)y (T ) (1.9)

lm

0 (inJ[Im@Xf)—V-B]>
X VJI[Im(yX¢) =V - B]
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oiX DO (4) ~
where [73) = (" Tegg VIV ) = 30, 1900 = (T31T) =

(T9|Tp,) (which is invertible by (3.3)) and J = (=A + [¢)X]*)~'. Now, (4.8b)
to (4.8d) comes from the explicit expressions for F, L, and N from (2.7), (3.13)
and (3.14), respectively.
Now, using (4.8) and the fact that Sy (w,) = —(Ly) ™" (F(vy) + N(vy, wy))
(see (3.17)), we have
Sx(wy) = gySo(wo). (4.10)
By assumption that wy and w, are unique fixed points of the maps Sy and
Sy, respectively (see (4.6)), (4.10) implies (4.7) and are done with the proof
of Lemma 4.1.
[

From the above lemma, we have the following important

Lemma 4.2. For e > 0 sufficiently small and (z,x) € X, define the reduced
energy by

D(z,x) = S(sz + szE)
for wzye defined in Theorem 3.2. Then ® is independent of gauge x € HZ(R*;R).
Proof. Let v,y 1= gyvz0 and Waye = Jywzoe. Then for any x € HZ(R*R), we
have
Uzx + Waxe = Gy (V20 + Wooe) (4.11)

by (4.4), (4.5), and (4.7) in Lemma 4.1. Therefore, by (4.11) and the gauge
invariance of the G-L energy functional (1.3), we obtain

D(z,X) = E(Vay + Waye) = E(v20 + Wwaoe) = D(2,0).

We are ready to prove Proposition 4.1. First, let’s denote

Vzye = Vzy + Waye =1 (Vaxe, Azye)- (4.12)

Proof of Proposition 4.1. Suppose there exists a multi-vortex configura-
tion z such that (z,x) € X, solves (4.3) for ¢ > 0 sufficiently small and
x € H2(R*R) arbitrary. We will show that the equation

F(vzy + weye) = Z Cjka;g( + G=, (4.13)
ik

where GZX and Tka is the almost gauge and translational zero mode defined
in (2.5) and (2.6), respectively, only has solutions ¢;, = 0 for all vortices j,
k=1,2and v(z) =0, i.e, (2, x) € X, solves (2.10).

To begin, by (4.12), Lemma 4.2 and chain rule, we have for any v, €
H*(R% R),

0= <’7078x>q)(§7 X) = <707ax>g(vgx6) = (5/(2@(5), <707ax>1@<e>- (4.14)
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Using the fact that (7o, 0y)g,v = ( gof ) by (4.4), then by (4.11) and the
0
notation in (2.5) and (4.12), we obtain

Wo@/&xe
. 4.15
we ) (4.15)

707 sze -

Since £'(u) = F(u), then by (4.14) and (4.15),

Z’Yo@nge
i )Y, o

Now, taking the inner product of (4.13) with G2X° = (i75%.e, Vo), We
obtain using (4.16) and denoting v,y = Vs + Exxes

0= <F(sz + wzx&)a

0= Z Cinl T GR) A+ (0, [ A + [¥a]* + Re($zx€ i) 10)- (4.17)

12X

Similarly, taking the inner product of (4.13) with 777, and using the fact that
(z,x) € X solves (4.3), we have

0= T3 Tit) + (Tix, G29). (4.18)

ik

Note that (4.17) and (4.18) is a coupled system for real coefficients ¢;;, and
gauge function 7y € H?(R*R). Using Theorem 3.1(b) and the fact that
[—A + |, )* + Re(@nggzxe)] is a positive operator for € sufficiently small (by
(3.10) in Theorem 3.2 and using Lemma 5.1 in [15]), the only solution to (4.17)
and (4.18) is ¢j; = 0 for all vortices j, k = 1,2 and v(x) = 0. This concludes
the proof of Proposition 4.1. Il

4.2 Solution along translational modes

In the last subsection, we found that if there exists a multi-vortex configuration
z such that (z,x) € X, solves (4.3) for ¢ > 0 sufficiently small and x €
H?(R?* R) arbitrary, then this same (z, x) € X, solves (2.10). In this section,
we find a z with (z,%) € X, which solves (4.3) and complete the proof of
Theorem 2.1. In fact, we will show that z, defined in (2.28) will solve (4.3)
for a specific perturbation parameter o € RP™2% defined in (2.27).

To begin with, let’s Taylor expand (4.3) to obtain

O(r" i (e))? O 1 (e))?
m F(sz) + F/(ng)wzx;+?vzx(vzx>w£m) = 0. (4.19)

ZX

20



The last two terms can be estimated to be of O(I'"1(¢))2 in L% Indeed, the
last term is O(I'"1(€))? due to (3.15) and (3.10) in Theorem 3.2. Also, from
the expression for 7}, = 7 in (4.9), we can estimate || F"(vyy)waye|lz2 by

(T35 F (vawexe) = (F'(02) T3 Waxe)

< () T 2 lweel 2 = O3 (€))?

where we used self-adjointness of F’(v,,) in the first equality and (3.6) and
(3.10) in the last estimate. Note that by Theorem 3.1(a) and (4.19), 7., F'(vzy)
is the leading order term in (4.3). Therefore, to solve for z in (4.3), we need
to investigate the solutions of

WéxF(UEX) =0

for a configuration z more closely (and not for y due to gauge invariance).
In fact, we will find that the perturbed approximate polygonal solution v,
defined in (2.29) is the right candidate to solve this equation for a specific
perturbation parameter o € RP*2¢ defined in (2.27). We need some definitions
and notation first, followed by a crucial lemma.

For the perturbation of the approximate polygonal solution z_ in (2.28),
we define two vortices located at z; and z; € z, to be nearest neighbors to

each other, and write "z; n.n. z; € 2,7, as follows:

Zp . 2 € 2, <= |z — 2| <1+ 0(1) asl— oo. (4.20)

We write "z, narz; € 2,7 if 2, and z; € z, are not nearest neighbors to each
other, i.e., if (4.20) is false. In addition, it will be useful to write the multi-
vortex interaction energy in terms of the sum of interaction energy between
two vortices W (defined in (2.12)) plus a remainder. Hence, let’s define the
remainder term as

Yoy = E(vzy) — Y E™) = "W (|25 — ). (4.21)
J J#k

Finally, for compactness in notation in the statements below, denote the effec-

tive interaction force between two vortices of degrees ny, n;, at positions z, z;,

to be I
W (zj, 21) = men; V(|2 — z5)) ——, (4.22)

|2 — %]

where U is defined in (2.14).

Now, we are ready to state the following crucial lemma.

Lemma 4.3. For the perturbation of the approximate polygonal solution v,
defined in (2.29), we have, as | — oo:

T F(vz ) =0 — Z U (2, z) + Rem;(z,) = 0

25
z M.N. zj€2,

for all vortices z; € z, (4.23)
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where @(zj,zk) is defined in (4.22) and

Remj(z,) = Z U(z;, zk)—l—z [VZ].WOZk —2]) = W(zj, z) | +V2, T2y
2 BT z5€2, k#j
(4.24)
In addition, we have

Rem;(z,) = O(e™'0M))  as | — o0 (4.25)
for all vortices zj € z,,.

Proof. By (4.9) and the fact the (8X)~! is non-degenerate, we have

@UXF(%UX) =0 — <F(U§UX),7}%‘,’;<) =0 for all vortices j', k' =1, 2;

< Y7%,

E(vz,x) — Z E®™)| =0 for all vortices j';
J

— V., Z W(|zr — 2|) + Y. | =0 for all vortices j;
JFk J
= Z U(zjr, z) + Remji(z,) = 0 for all vortices ;.

2z 1111, 21€2,

(4.26)

In the second equivalence, we used the chain rule and the fact that our
gauge transformations are of form (2.4); in the third equivalence, we used
(4.21); and in the last equivalence, we used (4.24) and the fact that >, ., =
e, s

To show that Rem;(z,) = O(e~"1*%)) we note that the first term in (4.24)

is of O(e~"19)) since the sum is over non-nearest neighbors and by definition
(4.20) and form of W in (2.14). The second term in (4.24) is of O(e~'(}*%)

—

since V., W (|2, — 2;]) — U(zj,2,) = O(e'**9)) by (2.13) and (4.22). For the
last term in (4.24), we note that by (4.21), it is straightforward to show

J#k#L1<p,q,r<2

o= > [uewaon-y

+ > LR T VR I

J1#£J2FFJm;1<p1,p2,. ., pm <2

D S U0 SRR

=15k

2 3 [ = DRe [(V40), (09401 (4.27)

j<lik#jl
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Therefore, V., Y., = O(e”'0*%) for some § > 0 by (4.27), (1.5) and Lemma
12 of [13].
[

With Lemma 4.3 in place, we are now in a position to write down more
explicitly the form of the reduced translational projection problem (4.3)

T F(vs W, ye) =0 (4.28)

ZsX

for perturbed approximate polygonal solution v, _,. As we will show below, due
to the fact that our solution must satisfy symmetry relations in (2.11), solving
(4.28) for unknown vortex positions z; € z, is equivalent to solving a non-
linear system of p + 2¢q equations for p + 2¢ unknown perturbation parameters
o= (o, 8,7) € RPT? of v, , defined in (2.27) (see (4.34) below). To describe
this system of p + 2¢ equations in p + 2¢ unknowns, we require a discussion
first, followed by some definitions.

We first note that by (4.9) and the fact the (3%)~! is non-degenerate,
solving (4.28) for z_ is equivalent to solving the following system of k(p + 2q)
equations .

(F(vz,x + Wz, xe); Tjggx> =0 (4.29)

for unknown vortex positions z; € z, defined in (2.28). Here, we used the

notation ffc’x = {CZ}%;?X}]{;:LQ. Now, due to the fact that our configuration of
vortices z, must satisfy symmetries in (2.11), we only need to solve (4.29) for
zj in a "base configuration of z,” defined by the set

M:=A{yr,zs€z, |r=1,...,p+1, s=1,....q} (4.30)

(see discussion in between (2.26) and (2.27)). Recall that y, and z, are de-
fined in (2.24) and (2.25), respectively. Therefore, solving for z, in (4.28) is
equivalent to solving the p + ¢ + 1 equations

(F(vsy +ws ye), T7X) =0 for z; € IL (4.31)

To solve (4.31) for z; € II, Taylor expand F' around v, _, and denoting

Rem;(z,) := <F,<U§ax)wzf,x€ + N(vz, 0 W, xe) T;&;X% (4.32)
we obtain
0 = Z \ff(zj, z,) + Rem;(z,) + Rem;(z,), 2z €II, (4.33)
2zl 1. z; €11

where we used Lemma 4.3. Note that (4.33) is a non-linear system of p+¢q+ 1
equations for p + 2¢ unknown perturbation parameters o = (o, 3,v) € RPT24,

To summarize this discussion above, we have shown that solving for z; € z,
in (4.28) is equivalent to solving for o € RP*2? in (4.33). In Proposition 4.2
below, we will show that solving for o € RP*27 in (4.33) is equivalent to solving
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for o € RP*2 in (4.35) below. We will require some definitions before we state
Proposition 4.2.
Let T}, denote the i x n invertible Toda matrix

2 -1 0 ... 0
-1 2 :
T’V_L = O O & RﬁXﬁ
.2 —1
0 0o -1 2
with inverse given by
(T = min(i, j) — n’i :
Define vectors
-\ sin(7/k)apt1
0 0
o = , e R g = _ e RIL,
55— %CO'C (%) M — A2 0
and
— 7 cos(m/k) ot
. 0
V= : € R?
—Vq
where

M= _22 sin <%) ’ Ay =1+ Z sin (%) - %COt (%) cos (%)

and k,k = —(log®)'(1), —(log¥)'(l). Note that by (2.14), k =1+ % + O(I"?)
as | — o00.
The explicit form of (4.28) can now be described in the following

Proposition 4.2. Suppose € > 0 satisfies 0 < IV i(e) < e (defined in
Theorem 8.2), W(l) < € and | and | satisfy the force balancing condition
(2.30). Then there exists real valued functions A, = (Aa, Ag, Ay) and Q, =
(Qa, Qp, Q) of vector (I, p, q, o, B,7), uniformly bounded as | — oo, such that
solving the reduced problem in (4.28) for z, is equivalent to solving the non-
linear, finite dimensional system

Tppia+o +Qu+ Ay = 0
T, 1B+ +Qs+A; = 0 (4.34)
Ty +9+Q,+4, =0
for unknown free perturbation parameters o = (a, 3,7) € RPT24 with o € RPF,

B € R and v € RY. In addition, Ay, = O(e=%!) for some §, > 0 and Q, is
of at least quadratic order in o, 3 and 7.
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Proof. Proposition 4.2 has already been proven rigourously in Proposition 5.1
of [18]. The reduced translational equation (5.4) in Proposition 5.1 of [18] is
of the same form (and has the same properties) as (4.34) above, except here,
we have labeled Q, = D, and A, = e %'B,. Therefore, we will just outline
the proof of Proposition 4.2 here. At the end of the outline of proof, we will
also give an idea of why conditions & > 7 and (2.30) are required in Theorem
2.1.

The basic outline of the proof of Proposition 4.2 has already been discussed
after equation (4.28), and summarized in the paragraph after (4.33). We will
now complete the missing steps and refer readers to the proofs of statements
in [18].

Recall that that solving for z; € z, in (4.28) is equivalent to solving for
o € RP™4 in (4.33). Now, it was proven in Lemmas 5.2 and 5.3 in [18] that
solving for 0 € RP™27 in (4.33) is equivalent to solving for o € RP*2 in (4.34).
More precisely, in Lemma 5.2 of [18], they show that

B Toria+a +0Q, =0
> U(zm) =0 Vyell <= T,8+0 +Qs =0 (4.35)
Zp LT z; €T Ty+yY+Q, =0

for some Q, = (Qa, s, Q) of at least quadratic order in «,3,v. In other
words, they show that computing the p + ¢ + 1 equations for the nearest
neighbor forces for each z; € II in the first term on the right hand side of
(4.33) is equivalent to the p + 2¢ equations in first 3 sets of terms in system
(4.34).

To show (4.35), Musso, Pacard and Wei in Lemma 5.2 of [18] consider the
nearest neighbor forces on each spike/soliton in the same multi-spike/soliton
configuration as our multi-vortex configuration v, , in (2.29). In addition, the
interaction function between spikes/solitons (see equation (5.3) and Lemma
5.1 of [18]) is of the same exponential order as our effective interaction force
between magnetic vortices (see (2.14)). The fact that the configuration and the
interaction function of spikes/solitons in [18] are the same as the configuration
and effective interaction force of magnetic vortices in this work leads to the
important observation that the proof of Lemma 5.2 in [18] is the same as
the proof of (4.35) here. The only difference between the proof in Lemma
5.2 in [18] and the proof of (4.35) here is that to balance the forces, we use
the natural degree of the vortex to determine direction of the force instead of
manually putting in the "sign” of the force for the spike or soliton. One can
find some example computations that go into the proof of (4.35) at the end of
this outline of proof of Proposition 4.2.

To complete the outline of proof of Proposition 4.2, we define for each
Zj € H,

(Ar); = g Rem, (z) + R 2. (4.36)
where Rem;(z,) and Rem;(z,) are defined in (4.24) and (4.32), respectively.
One can show that there exists smooth functions A, = (A,, Ag, 4,) : RPT x
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R7™! x RY — RPTL x RI71 x R? of vector (I,p, q,«, 3,7) such that

-

szn.n.zjen \D(zj7 %k) Terla + o + Qa + Aa =0
+U()(Ay); =0 = Tpaf+0+Qs+As =0 (4.37)
Vz; €11 Ty+y+Q,+A, =0.

Indeed, (4.37) was shown in Lemma 5.2 and 5.3 of [18]. Finally, by (4.25),

! 2
(4.19), and since (Flg(l()e)) = O(e %) for some d, > 0 (since ¥(I) < ¢€), then

(Ay); = O(e=*!) in (4.36), and hence A, = O(e~%!) also, which proves the
last statement in Proposition 4.2.

To conclude this outline of the proof of Proposition 4.2, we will compute
the nearest neighbor forces on y, for r = 2,...,p and y,+1 on the L.h.s. of the
equivalence in (4.35) to give readers an idea why (a) (4.35) is true and (b) why
conditions k > 7 and (2.30) are required in Theorem 2.1. For further details,
please see proof of Proposition 5.1 and Lemma 5.2 in [18].

To begin with, we Taylor expand the interaction/inter-vortex force in (2.14)
as in [18]:

U(lle +a)) 22 — w(i)(e — fal + I 'at + O(a2))  (4.38)
|le + a

as [ — co. Here, le| = 1 and a = al 4+ a* where all is parallel to e and a' is
perpendicular to e, and & = —(log\I/)’(Z).

For fixed r = 2, ..., p, the nearest neighbors to y, is y,_; and 1. Since
Yrr1 — Yr = leg + (@41 — i )eg by (2.24), then using (4.38) and Lemma 2.1,

the total force on the vortex at y, is

(Y1 = YD) Wt — ye) + C(yems — ve) Wt — w0) (4.39)
= U()[r(—ar_1 + 20, — apy1)er + Qu)

where (), is of quadratic order in o and z = é—| is the unit vector notation.
Note that since the degrees of the vortices are all +1 for y,., r = 1,....,p+ 1
(see by (2.23)), then the sign in front of both terms in (4.39) must be positive
by (2.13). Also note that if £ < 6 and r = p, then we have to consider the
force of z; and Az on y, too (since they are a distance < [ + O(1) from y,
and so are nearest neighbors by (4.20) - see Remark 1 under Theorem 2.1).
But since k > 7, then the distance between z; (and also Az;) to y, is greater
than [, and so they are not nearest neighbors and therefore we can group the
contribution of these forces into the A, := W(1)Aq = O(¥(1)e%!) term.

For y,1, the nearest neighbor forces are y,, 21 and Az;. Using (2.24) and
(2.25), we have

Yp = Ypr1 = —ler+ (ap —api)e
2= Ypr1 = lt+ (B +sin(n/k)ay1)t + (I — cos(m/k)a,yq)n, and
Azy —ypy1 = IAt + (B1 +sin(7/k)ay1)At + Iy — cos(m/k)ayy1) An.
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Therefore by (4.38), the total force on y,41 is

V(1 = Ypir )Wy — Ypr1) = 121 = Ypia ) (21 = i)

~W(|Az1 = gpia ) (Az1 — Ypia) (4.40)
= [‘If(l) — 2sin %\I/(l_)] e1 — V()k(apt1 — ap)er
+U(1) [Fo(& + sin %ozpﬂ) (2 sin %) + %— (l_% — cos %osz) (cos %)} e,
+U(1)Q.. (4.41)

Note that the middle two terms in (4.40) have negative signs since the vortices
at z; and Az; have degree —1 by (2.23). Now, using the force balancing con-
dition (2.30), the leading order first term in (4.41) vanishes. This is precisely
what we meant by Remark 2 under Theorem 2.1, i.e., for the forces to balance,
it is crucial that the relation between [ and [ satisfies (2.30). O

To proceed, we need the following lemma from [18] (see Lemma 5.4 of [18]
and the discussion right before this lemma).

Lemma 4.4. Suppose all the conditions of Proposition 4.2 are satisfied. In
addition, if 1,1 and positive integers p,q satisfy polygonal closing condition
(2.31), then system (4.34) has a solution o = (a, 3,7) € R with |o| =
O(e™Y) for some 6 > 0.

Now, we are ready to prove Theorem 2.1.

Proof of Theorem 2.1. From Theorem 3.2, there exists an ¢, > 0 such
that for all € > 0 satisfying 0 < I'™i(€) < ¢ and (z,x) € S, there exists a
Wye € Ran(nz, ) such that (2.9) is true. Hence, all that remains to solve is the
reduced problem (2.10) for the pair (z,x) € X.. By Proposition 4.1, if there
exists a multi-vortex configuration z such that (z, x) € X solves (4.3) for e > 0
sufficiently small and y € H?(R?* R) arbitrary, then this same (z,x) € X,
solves (2.10). Therefore, we are reduced to solving (4.3) for a multi-vortex
configuration z.

By Proposition 4.2, if [, I satisfy force balancing condition (2.30), then find-
ing a multi-vortex configuration z = z, to solve (4.3) is equivalent to finding
perturbation parameters o = (a,3,7) € RPT? to solve system (4.34). By
Lemma 4.4, if [,] and positve integers p, ¢ satisfy polygonal closing condition
(2.31), then system (4.34) has a solution ¢ = («,3,7) € RPT? satisfying
lo| = O(e™) for some § > 0.

Therefore, by Theorem 3.2, Propositions 4.1 and 4.2 and Lemma 4.4, we
have shown that there exists a o = («, 3,7) € RP? satisfying |o| = O(e™)
such that

2z, =c+0(e™®) solves m, \F(vs y+ws y) = 0. (4.42)
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Therefore,
U=y y+ Wy solves (1.1) and (1.2) (4.43)

with w = O(elog'*(1/€)) by (3.10) in Theorem 3.2. Also, note that solution
(4.43) satisfies symmetry condition (2.11) by construction.

To end the proof of Theorem 2.1, we note a couple of techmcahhes Firstly,
0 < ITi(e) < e and (z,x) € 1mphes that 0 < € < ¢y and “=2 < ¢,

vV R(z)
Therefore, R(z,) > log (%) — 1log(R(z,)), and the condition R(z,) ~ [ >

% > log (%) — 11og(R(z,)) in Theorem 2.1 guarantees that all the assump-

tions and conclusions of Theorem 3.2 hold. Secondly, z, — ¢ € R2k(p+29)
is of O(e™) in (4.42) since z, — ¢ contains elements of the form a,Rie,
BsRit + lysRinforr =1,..,p+1,s=1,...,2¢—1,i=0,...,k —1 (see
(2.21), (2.24), (2.25) and (2.28)) and |o| = O(e™%). O

A Proof of Lemma 2.1 and Theorem 3.1(d)

In this Appendix, we prove Lemma 2.1 and Theorem 3.1 (d). Denote [u]y 4
as the complex and vector components of u € L?(R%* C x R?).

Proof of Lemma 2.1. This Lemma is proven in Lemma 11 of [13] so we
will just summarize the proof.
For

W(z) = E(vyy) ZE(”J

[13] showed that for fized [, and since the integral of of over R? of three
nonoverlapping widely spaced vortices is of O(e~ 2149} for some § > 0, we
have

021, W (2) = (€' (vex), Ti) = (B, Tiy) + O(e” M) (A1)

where

—e"X Y (Hl;éj,k @Z’l) (Vay); (VA@U)
Z;L [Z@j(l - k>i| J
and 72X is defined in (2.6). Therefore,

(Bt = wXm [ (25 - a (22D o2

EEX —

kAl
xr — Z
ey FO ) (A2)
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and

) S B e L e R Y]

kAl
N S (e~ RO+ (A.3)
|z — 2

Note that in the expression for ([E*X]y, [T):X],) differs from the one in [13] by
2 since the sum » 1, 18 symmetric in j and & in the expression for [E%X],.
Now, using the fact that |V x B| = (1 —a)f?/r by (1.2) and (-A+1)B =
(2(1—a)ff' +d'(1— f?))/r by straight forward computation (see also Lemma
7 in [13]), we see that by (A.1) to (A.3),
0 W(z) = my m / IV x Bl(jz — 2)[(~A + DB](|z — a)——
k£l

1O (e BRI+

| — 2]

If we define
¥(ja =) = [ |1V % Bl(le = a)[(=A+ DB — ) do.

then using (1.2), the first equation in (1.5), [(=A +1)B| < e™™" and Lemma
13 of [13], we have our result (specializing to just a two vortex configuration
case). O

Now we prove Theorem 3.1 (d). This is proven already for A > 1/2 in
Lemma 3 of [13], however, there is a slight modification in it, and therefore,
we give the main ideas of how to reprove it here.

Proof of Theorem 3.1 (d). 1t is straight forward to check that the decom-
position of L, is
1/2
Lo = Li + Ly + Vi (A1)
with
Lj = g//(gX(j)u(nj)(w B Zj))7

Lgf is a first order differential operator at gx(].)u(”f ) (2 — z;) given by

YR VN G S W (e O¢)] 4 VE+[0p)], V- B
L(j) (gX(j) ( i) ( B ) = ( [@(j)]d}vf (A.5)

and
0;(z) == vz — gX(j)u(nj)(x — 2) (A.6)
with x(j) = X + D4z 0(- — z) and V), ©(;) are multiplication operators
satisfying
Hv(j)Hooa H@(j)Hoo < Z e~ min(l,my)|z—z| (A7)
=y
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You can see that (A.4) is the correctly modified decomposition of L, = F'(v,y)
by looking at (3.13). For example, for the decomposition of the covariant
Laplacian A4, , we write A,, = C' + D where C = A")(z — z;) + Vy(;) and
D = A,, — (A")(x — ;) + Vx(;) and note

Acip= Ac —2D -V ~i[(V-D) - 2@(3 D — zy\D\|21.

1/2
L) L(j/) Vis)

The rest of the proof of Theorem 3.1 (d) then follows in a similar manner
as that of the proof of Lemma 3 of [13] using a the IMS formula from [6] (note
this formula still holds for operators of the form L = A +V 4+ V for V a
multiplication operator). Note also that with the modified decomposition in
(A.4), the rest of the proof of Lemma 3 in [13] and the estimate in (3.6) still
holds due to the fact that L(lj/)2 in (A.5) has the form ©;)V and ©(;y decays
like (A.7). O
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