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The Best Circulant Preconditioners for Hermitian Toeplitz

Systems

Raymond H� Chan� Andy M� Yipy Michael K� Ngz

Abstract

In this paper� we propose a new family of circulant preconditioners for ill�conditioned
Hermitian Toeplitz systems Ax � b� The preconditioners are constructed by con�
volving the generating function f of A with the generalized Jackson kernels� For an
n�by�n Toeplitz matrix A� the construction of the preconditioners only requires the
entries of A and does not require the explicit knowledge of f � When f is a nonnegative
continuous function with a zero of order �p� the condition number of A is known to
grow as O�n�p�� We show however that our preconditioner is positive de	nite and the
spectrum of the preconditioned matrix is uniformly bounded except for at most �p
�
outliers� Moreover the smallest eigenvalue is uniformly bounded away from zero�
Hence the conjugate gradient method� when applied to solving the preconditioned
system� converges linearly� The total complexity of solving the system is therefore of
O�n log n� operations� In the case when f is positive� we show that the convergence is
superlinear� Numerical results are included to illustrate the e�ectiveness of our new
circulant preconditioners�

Key Words� Toeplitz systems� circulant preconditioner� kernel functions� preconditioned
conjugate gradient method

AMS�MOS� Subject Classi�cations� ��F��� ��F��� ��T��

� Introduction

An n�by�n matrix An with entries aij is said to be Toeplitz if aij � ai�j 	 Toeplitz systems
of the form Anx � b occur in a variety of applications in mathematics and engineering
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��	 In this paper� we consider the solution of Hermitian positive denite Toeplitz systems	
There are a number of specialized fast direct methods for solving such systems in O�n��
operations� see for instance 
���	 Faster methods requiring O�n log� n� operations have
also been developed� see 
��	

Strang in 
��� proposed using the preconditioned conjugate gradient method with cir�
culant matrices as preconditioners for solving Toeplitz systems	 The number of operations
per iteration is of order O�n logn� as circulant systems can be solved e�ciently by fast
Fourier transforms	 Several successful circulant preconditioners have been introduced and
analyzed� see for instance 
��� ��	 In these papers� the given Toeplitz matrix An is assumed
to be generated by a generating function f � i	e	� the diagonals aj of An are given by the
Fourier coe�cients of f 	 It was shown that if f is a positive function in the Wiener class
�i	e	� the Fourier coe�cients of f are absolutely summable�� then these circulant precon�
ditioned systems converge superlinearly 
��	 However� if f has zeros� the corresponding
Toeplitz systems will be ill�conditioned	 In fact� for the Toeplitz matrices generated by a
function with a zero of order �p� their condition numbers grow like O�n�p�� see 
���	 Hence
the number of iterations required for convergence will increase like O�np�� see 
�� p	���	
Tyrtyshnikov 
��� has proved that the Strang 
��� and the T	 Chan 
��� preconditioners
both fail in this case	

To tackle this problem� non�circulant type preconditioners have been proposed� see

�� �� ��� ���	 The basic idea behind these preconditioners is to nd a function g that
matches the zeros of f 	 Then the preconditioners are constructed based on the function
g	 These approaches work when the generating function f is given explicitly� i	e	� all
Fourier coe�cients fajg�j��� of f are available	 However� when we are given only a nite
n�by�n Toeplitz system� i	e	� only fajgjjj�n are given and the underlying f is unknown�
then these preconditioners cannot be constructed	 In contrast� most well�known circulant
preconditioners� such as the Strang and the T	 Chan preconditioners� are dened using only
the entries of the given Toeplitz matrix	 Di Benedetto in 
�� has proved that the condition
numbers of the preconditioned matrices by sine transform preconditioners are uniformly
bounded	 However� the preconditioners themselves may be singular or indenite in general	
Our aim in this paper is to develop a family of positive denite circulant preconditioners
that work for ill�conditioned Toeplitz systems and do not require the explicit knowledge
of f � i	e	� they require only fajgjjj�n for an n�by�n Toeplitz system	

Our idea is based on the unied approach proposed in Chan and Yeung 
��� where
they showed that circulant preconditioners can be derived in general by convolving the
generating function f with some kernels	 For instance� convolving f with the Dirichlet
kernel Dbn��c gives the Strang preconditioner	 They proved that for any positive ���
periodic continuous function f � if Cn is a kernel such that the convolution product Cn � f
tends to f uniformly on 
��� ��� then the corresponding circulant preconditioned matrix
C��
n An will have clustered spectrum	 In particular� the conjugate gradient method will

converge superlinearly when solving the preconditioned system	 This result turns the
problem of nding a good preconditioner to the problem of approximating f with Cn � f 	
Notice that Dbn��c � f � being the partial sum of f � depends solely on the rst bn��c
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Fourier coe�cients fajgjjj�bn��c of f 	 Thus the Strang preconditioner� and similarly for
other circulant preconditioners constructed through kernels� does not require the explicitly
knowledge of f 	

In this paper� we construct our preconditioners by approximating f with the convolu�
tion product Km��r � f that matches the zeros of f and depends only on fajgjjj�n	 Here
Km��r is chosen to be the generalized Jackson kernels� see 
���	 Since Km��r are positive
kernels� our preconditioners are positive denite for all n	 In comparison� the Dirichlet
kernel Dn is not positive and hence the Strang preconditioner is indenite in general	 We
will prove that if f has a zero of order �p� then Km��r � f matches the zero of f when
r � p	 Using this result� we can show that the spectra of the circulant preconditioned
matrices are uniformly bounded except for at most �p�� outliers� and that their smallest
eigenvalues are bounded uniformly away from zero	 It follows that the conjugate gradient
method� when applied to solving these circulant preconditioned systems� will converge
linearly	 Since the cost per iteration is O�n logn� operations� see 
��� the total complexity
of solving these ill�conditioned Toeplitz systems is of O�n log n� operations	 In the case
when f is positive� we show that the spectra of the preconditioned matrices are clustered
around � and thus the method converges superlinearly	 The case where f has multiple
zeros is more involved and will be considered in a future paper	

This paper is an expanded version of the proceedings paper 
��� where some of the
preliminary results were reported	 Recently Potts and Steidl 
��� have proposed skew�
circulant preconditioners for ill�conditioned Toeplitz systems	 Their idea is also to use
convolution products that match the zeros of f to construct the preconditioners	 In par�
ticular� they have used the generalized Jackson kernels and the B�spline kernels proposed in

�� in their construction	 However� in order to construct the f�g�circulant preconditioners�
the position of the zeros of f is required which in general may not be readily available	 In
contrast� our circulant preconditioners can be constructed without any explicit knowledge
of the zeros of f 	

The outline of the paper is as follows	 In x�� we give an e�cient method for computing
the eigenvalues of the preconditioners	 In x� we show that Km��r �f matches the zeros of f 	
We then analyze the spectrum of the preconditioned matrices in x�	 Numerical results are
given in x� to illustrate the e�ectiveness of our preconditioners in solving ill�conditioned
Toeplitz systems	 Concluding remarks are given in x�	

� Construction of Circulant Preconditioners

Let C�� be the space of all ���periodic continuous real�valued functions	 The Fourier
coe�cients of a function f in C�� are given by

ak �
�

��

Z �

��
f���e�ik� d�� k � �������� � � � �

Clearly ak � �a�k for all k	 Let An
f � be the n�by�n Hermitian Toeplitz matrix with the
�i� j�th entry given by ai�j � i� j � �� � � � � n� �	 We will use C�

�� to denote the space of all
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nonnegative functions in C�� which are not identically zero	 We remark that the Toeplitz
matrices An
f � generated by f � C�

�� are positive denite for all n� see 
�� Lemma ��	
Conversely� if f � C�� takes both positive and negative values� then An
f � will be non�
denite	 In this paper� we only consider f � C�

��� i	e	� An
f � being positive denite
Hermitian Toeplitz matrices	

We say that �� is a zero of f of order p if f���� � � and p is the smallest positive
integer such that f �p����� �� � and f �p������ is continuous in a neighborhood of ��	 By
Taylor�s theorem�

f��� �
f �p�����

p�
�� � ���

p �O��� � ���
p���

for all � in that neighborhood	 Since f is nonnegative� f �p����� � � and p must be even	
We remark that the condition number of An
f � generated by such an f grows like O�np��
see 
���	 In this paper� we will consider f having a single zero	 The general case where f
has multiple zeros is more complicated and will be considered in a future paper	

The systems An
f �x � b will be solved by the preconditioned conjugate gradient
method with circulant preconditioners	 It is well known that all n�by�n circulant matrices
can be diagonalized by the n�by�n Fourier matrix Fn� see 
��	 Therefore� a circulant matrix
is uniquely determined by its set of eigenvalues	 For a given function f � we dene the
circulant preconditioner Cn
f � to be the n�by�n circulant matrix with its j�th eigenvalue
given by

	j�Cn
f �� � f

�
��j

n

�
� � � j 
 n� ���

We note that Cn
f � � F �
ndiag�	�� 	�� � � � � 	n���Fn� see 
��	 Hence the matrix�vector mul�

tiplication C��
n 
f �v� which is required in each iteration of the preconditioned conjugate

gradient method� can be done in O�n log n� operations by fast Fourier transforms	 Clearly
if f is a positive function� then Cn
f � is positive denite	

In the following� we will use the generalized Jackson kernel functions

Km��r��� �
km��r

m�r��

�
sin�m�

� �

sin� �� �

��r

� r � �� �� � � � ���

to construct our circulant preconditioners	 Here km��r is a normalization constant such
that

R �
�� Km��r���d� � �	 It is known that km��r is bounded above and below by constants

independent of m� see 
��� p	��� or ���� below	 We note that Km����� is the Fej�er kernel	
For any m� the Fej�er kernel Km����� can be expressed as

Km����� �

m��X
k��m��

b
�m���
k eik��

where

b
�m���
k �

m� jkj
��m

� k � �������� � � � ���m� ���
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see for instance 
��	 Note that
R �
�� Km�����d� � ��b

�m���
� � �	 By ���� we see that Km��r���

is the r�th power of Km����� up to a scaling	 Hence we have

Km��r��� �

r�m���X
k��r�m���

b
�m��r�
k eik�� ���

where the coe�cients b
�m��r�
k can be obtained by convolving the vector �b

�m���
�m��� � � � � b�m���

� �

� � � � b�m���
m�� � with itself for r� � times and this can be done by fast Fourier transforms� see


��� pp	��������	 Thus the cost of computing the coe�cients fb�m��r�
k g for all jkj � r�m���

is of order O�rm logm� operations	 In order to guarantee that
R �
�� Km��r���d� � �� we

can normalize b
�m��r�
� to ������ by dividing all coe�cients b

�m��r�
k by ��b

�m��r�
� 	

The convolution product of two arbitrary functions g �
P�

k��� bke
ik� and h �P�

k��� cke
ik� in C�� is dened as

�g � h���� 	
Z �

��
g�t�h�� � t�dt � ��

�X
k���

bkcke
ik�� ���

When we are given an n�by�n Toeplitz matrix An
f �� our proposed circulant preconditioner
is Cn
Km��r � f �� where m � dn�re� i	e	�

r�m� �� 
 n � rm� ���

By ��� and ���� since f �
P�

k��� ake
ik�� the convolution product of Km��r � f is given by

�Km��r � f���� � ��

r�m���X
k��r�m���

akb
�m��r�
k eik� �

n��X
k��n��

dke
ik�� ���

where

dk �

�
��akb

�m��r�
k � jkj � r�m� ���

�� otherwise�

Clearly� Km��r � f depends only on ak for jkj 
 n� i	e	� only on the entries of the
given n�by�n Toeplitz matrix An
f �	 Notice that by ���� to construct our preconditioner
Cn
Km��r � f �� we only need the values of Km��r � f at ��j�n for � � j 
 n	 By ���� these
values can be obtained by taking one fast Fourier transform of length n	 Thus the cost of
constructing Cn
Km��r � f � is of O�n log n� operations	

We remark that the Strang 
��� and the T	 Chan circulant preconditioners 
��� for
An
f � are just equal to Cn
Dbn��c � f � and Cn
Kn�� � f � respectively where Dbn��c is the
Dirichlet kernel and Kn����� is the Fej�er kernel� see 
��	
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� Properties of the Kernel Km��r

In this section� we study some properties of Km��r in order to see how good the approxima�
tion of f by Km��r � f will be	 These properties are useful in the analysis of our circulant
preconditioners in x�	 First we claim that our preconditioners are positive denite	

Lemma ��� Let f � C�
��� The preconditioner Cn
Km��r � f � is positive de�nite for all

positive integers m� n and r�

Proof� By ���� Km��r��� is positive except at � � �k��m� k � ������ � � � ���n���	 Since
f � C�

�� is nonnegative and not identically zero� the function

�Km��r � f���� 	
Z �

��
Km��r�t�f�� � t�dt

is clearly positive for all � � 
��� ��	 Hence by ���� the preconditioners Cn
Km��r � f � are
positive denite	

In the following� we will use � to denote the function � dened on the whole real line R	
For clarity� we will use ��� to denote the periodic extension of � on 
��� ��� i	e	 ������ � ��
if � � �� �mod ��� and �� � 
��� �� �cf	 Figure � below�	 It is clear that ��p�� � C�

�� for any

integer p	 We rst show that Km��r � ��p�� matches the order of the zero of ��p�� at � � � if
r � p	

Lemma ��	 Let p and r be positive integers with r � p� Then�
Km��r � ��p��

�
��� �

	Km��r � ��p


��� �

Z �

��
Km��r�t�t

�pdt �
cp��r
m�p

� ���

where
��p��

�p� �

�
�

�

��r

� cp��r � ��p��
��
�

��r
� ���

Proof� The rst two equalities in ��� are trivial by the denition of ���	 For the last
equality� since ��� � sin����� � ��� on 
�� ��� we have by ���Z �

��
Km��r�t�t

�pdt � ���rkm��r

m�r��

Z �

�

sin�r
	
mt
�



t�r��p

dt

�
��p��r����rkm��r

m�p

Z m�

�

�

sin�r u

u�r��p
du

� ��p��km��r

m�p

��
�

��r �Z �

�

sin�r u

u�r��p
du�

Z �

�

sin�r u

u�r��p
du

�

� ��p��km��r

m�p

��
�

��r �Z �

�
u�pdu�

Z �

�

�

u�r��p
du

�

� ��p�	km��r

m�p

��
�

��r
� ���

�



On the other hand� we also haveZ �

��
Km��r�t�t

�pdt 
 ��r��km��r

m�r��

Z �

�

sin�r
	
mt
�



t�r��p

dt


 ��p��km��r

m�p

Z �

�

sin�r u

u�r��p
du


 ��p��km��r

m�p

�
�

�

��r Z �

�
u�pdu

�
��p��km��r

��p� ��m�p

�
�

�

��r

� ����

By setting p � � in ��� and ����� we obtain

�

�
�

�

��r

km��r � � �

Z �

��
Km��r�t�dt � �

��
�

��r
km��r�

Thus
�

�

�
�

�

��r

� km��r � �

�

��
�

��r
� ����

Putting ���� back into ��� and ����� we then have ���	

We remark that using the same arguments as in ����� we can show that

�Km�� � ��p���� 
 O

�
�

m

�
� �p 
 �� ����

i	e	� the T	 Chan preconditioner does not match the order of the zeros of ��p at � � �
when p 
 �	 We will see in x� that the T	 Chan preconditioner does not work for Toeplitz
matrices generated by functions with zeros of order greater than or equal to �	

Next we estimate �Km��r � ��p������ for � �� �	 In order to do so� we rst have to replace

the function ��p�� in the convolution product by ��p dened on R	

Lemma ��� Let p be a positive integer� Then

��p �
Km��r � ��p�� � ����p

�
����

Km��r � ��p��
�
���

�
�
��

�

��p

� �� � 
�����

�
�� ����

� �
	Km��r � ��p



����

Km��r � ��p��
�
���

� ��p� �� � 
��

�
�
�

�
�� ����

and

��p �
	Km��r � ��p�� � ����p



����

Km��r � ��p��
�
���

�
�
��

�

��p

� �� � 

�

�
� ��� ����

�



Proof� To prove ����� we rst claim that

��p � ��� t��p��� �� � t��p

��� t��p��
�
�
��

�

��p

� �t � 
��� ��� � � 
�����

�
�� ����

By the denition of ��� t��p��� we have �see Figure ��

��� t��p��� �� � t��p

��� t��p��
�

�
��� �� � t��p� t � 
��� �� ���
��� t��p� t � 
�� �� ���

For t � 
��� �� �� and � � 
��������� we have

��p � ��� �� � ��� ����p � ��� �� � t��p � ��� ����p �
�
��

�

��p

�

For t � 
�� �� �� and � � 
��������� we have

��p � ��� ��� ����p � ��� t��p � ��� ���p � �����p�

Thus we have ����	
By ����� we see that�

Km��r � ��p��
�
��� 	

Z �

��
Km��r�t���� t��p��dt

� �

��p

Z �

��
Km��r�t���� t��p��� �� � t��pdt

�
�

��p
Km��r � ��p�� � ����p

�
����

Similarly� we also have

�
Km��r � ��p��

�
��� 


�
�

��

��p Km��r � ��p�� � ����p
�
����

Thus� we have ����	
To prove ����� we just note that

� � ��� t��p

��� t��p��
� ��p� �t � 
��� ��� � � 
����� �����

As for ����� we have

��p � ��� t��p��� �� � t��p

��� t��p��
�
�
��

�

��p

� �t � 
��� ��� � � 
���� ���

With Lemmas �	� and �	�� we show that Km��r � ��p�� and ��p�� are essentially the same

away from the zero of ��p��	
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Figure �� The functions ��� t��p��� ��� t��p and ��� �� � t��p	

Theorem ��
 Let p and r be positive integers with r � p and m � dn�re� Then there
exist positive numbers � and  independent of n such that for all su�ciently large n�

� �

�
Km��r � ��p��

�
���

��p��
� � � �

n
� j�j � �� ����

Proof� We see from Lemma �	� that for di�erent values of �� �Km��r � ��p������ can be
replaced by di�erent functions	 Hence� we proceed the proof for di�erent ranges of values
of �	

We rst consider � � 
��n� ����	 By the binomial expansion�

	Km��r � ��p


��� 	

Z �

��
Km��r�t���� t��pdt

�

Z �

��
Km��r�t�

�pX
k��

�
�p

k

�
��p�k��t�kdt�

�



For odd k�
R �
�� Km��r�t�t

kdt � �	 Thus

	Km��r � ��p


���

��p��
�

	Km��r � ��p


���

��p
�

pX
k��

�
�p

�k

�
���k

Z �

��
Km��r�t�t

�kdt�

By ���� we then have 	Km��r � ��p


���

��p��
�

pX
k��

�
�p

�k

�
ck��r

��km�k
� ����

where by ���� ck��r are bounded above and below by positive constants independent of m
for k � �� � � � p	 Since by ���� ��r � �m�n � �m� we have

c���r �
pX

k��

�
�p

�k

�
ck��r

��km�k
�

pX
k��

� r
�

��k ��p
�k

�
ck��r�

Thus by �����

c���r �
	Km��r � ��p



���

��p��
�

pX
k��

� r
�

��k ��p
�k

�
ck��r�

Hence by ����� ���� follows for � � 
��n� ����	
The case with � � 
��������n� is similar to the case where � � 
��n� ����	
Next we consider the case � � 
���� ��	 Note that

Km��r � ��p�� � ����p
�
��� 	

Z �

��
Km��r�t��t� ���p�t� �� ����pdt

�

Z �

��
Km��r�t�

	
��p��� � ���p � q�t�



dt

where

q�t� � �t� ���p�t� �� ����p � ��p��� � ���p 	
�pX
j��

qjt
j

is a degree �p polynomial without the constant term	 By ���� we have

Z �

��
Km��r�t�q�t�dt �

�pX
j��

q�j
c�j��r
m�j

�

Thus by using the fact that
R �
�� Km��rdt � �� we obtain

Km��r � ��p�� � ����p
�
��� � ��p��� � ���p �

�pX
j��

q�j
c�j��r
m�j

� ����

��



Since ������p � ��p�� for � � 
���� ��� we haveKm��r � ��p�� � ����p
�
���

��p��
� ��� � ���p �

�
�

�

��p �pX
j��

jq�j jc�j��r

�
�
��

�

��p

�

�
�

�

��p �pX
j��

jq�jjc�j��r� ����

which is clearly bounded independent of n	 For the lower bound� we use the fact that
��p 
 ��p�� for � � 
���� �� in ����� then we haveKm��r � ��p�� � ����p

�
���

��p��

 ��� ����p �

�

��p

�pX
j��

q�j
c�j��r
m�j


 ��p �
�

��p

�pX
j��

q�j
c�j��r
m�j

� ����

Clearly for su�ciently large n �and hence large m�� the last expression is bounded uni�
formly from below say by ��p��	 Combining ����� ���� and ����� we see that ���� holds
for � � 
���� �� and for n su�ciently large	

The case where � � 
�������� can be proved in a similar way as above	

Using the fact that


Km��r � �� � ���p������ �

Z �

��
Km��r�t���� � � t��p��dt

� �Km��r � ��p������ ���

we obtain the following corollary which deals with functions having a zero at � �� �	

Corollary ��� Let � � 
��� ��� p and r be positive integers with r � p and m � dn�re�
Then there exist positive numbers � and � independent of n� such that for all su�ciently
large n�

� �

h
Km��r � �� � ���p��

i
���

��� ���p��
� � � �

n
� j�� �j � ��

Now we can extend the results in Theorem �	� to any functions in C�
�� with a single

zero of order �p	

Theorem ��� Let f � C�
�� and have a zero of order �p at � � 
��� ��� Let r � p be any

integer and m � dn�re� Then there exist positive numbers � and � independent of n�
such that for all su�ciently large n�

� � �Km��r � f� ���
f���

� � � �

n
� j�� �j � ��

��



Proof� By the denition of zeros �see x��� f��� � ������p��g��� for some positive continuous
function g��� on 
��� ��	 Write

�Km��r � f� ���
f���

�

h
Km��r � �� � ���p��g���

i
���h

Km��r � �� � ���p��

i
���

�

h
Km��r � �� � ���p��

i
���

��� ���p��
� �

g���
�

Clearly the last factor is uniformly bounded above and below by positive constants	 By
Corollary �	�� the same holds for the second factor when ��n � j� � �j � �	 As for the
rst factor� by the Mean Value Theorem for integrals� there exists a � � 
��� �� such that


Km��r � �� � ���p��g������� � g���
Km��r � �� � ���p�������

Hence

� 
 gmin �

h
Km��r � �� � ���p��g���

i
���h

Km��r � �� � ���p��

i
���

� gmax� �� � 
��� ���

where gmin and gmax are the minimum and maximum of g respectively	 Thus the theorem
follows	

So far we have considered only the interval ��n � j�� �j � �	 For j�� �j � ��n� we
now show that the convolution product Km��r � f matches the order of the zero of f at
the zero of f 	

Theorem �� Let f � C�
�� and have a zero of order �p at � � 
��� ��� Let r � p be any

integer and m � dn�re� Then for any j�� �j � ��n� we have

�Km��r � f� ��� � O

�
�

n�p

�
�

Proof� We rst prove the theorem for the function f��� � ��p��	 By the binomial theorem�

	Km��r � ��p


��� 	

Z �

��
Km��r�t���� t��pdt

�

Z �

��
Km��r�t�

�pX
j��

�
�p

j

�
��p�j��t�jdt�

Since
R �
�� Km��r�t�t

jdt � � for odd j� we have for j�j � ��n�

	Km��r � ��p


��� �

Z �

��
Km��r�t�

pX
j��

�
�p

�j

�
��p��jt�jdt ����

�
pX

j��

�
�p

�j

���
n

��p��j Z �

��
Km��r�t�t

�jdt�

��



By ���� ��� and ���� we then have

	Km��r � ��p


��� � �

n�p

pX
j��

�
�p

�j

�
r�j��p��jcj��r � O

�
�

n�p

�
�

Hence by �����
�
Km��r � ��p��

�
��� � O���n�p�	 On the other hand� from ����� ��� and ����

we have

�Km��r � ��p���� 

Z �

��
Km��r�t�t

�pdt �
cp��r
m�p

� O

�
�

n�p

�
�

Hence by ���� again�
�
Km��r � ��p��

�
��� 
 O���n�p�	 Thus the theorem holds for f��� �

��p��	

In the general case where f��� � �� � ���p��g��� for some positive function g � C��� by
the Mean Value Theorem for integrals� there exists a � � 
��� �� such that

�Km��r � f���� � 
Km��r � �� � ���p��g�������

� g���
Km��r � �� � ���p������ � g����Km��r � ��p������ ���

Hence

gmin � �Km��r � ��p������ �� � �Km��r � f���� � gmax � �Km��r � ��p������ ��

for all � � 
��� ��	 Here gmin and gmax are the minimum and maximum of g respectively	
From the rst part of the proof� we already see that �Km��r � ��p����� � �� is of O

	
��n�p



for all j�� �j � ��n� hence the theorem follows	

� Spectral Properties of the Preconditioned Matrices

��� Functions with a Zero

In this subsection� we analyze the spectra of the preconditioned matrices when the gener�
ating function has a zero	 We will need the following lemma	

Lemma 
�� ��� �	
 Let f � C�
��� Then An
f � is positive de�nite for all n� Moreover if

g � C�
�� is such that � 
 � � f�g �  for some constants � and � then for all n�

� � x�An
f �x

x�An
g�x
� � �x �� ��

Next� we have our rst main theorem which states that the spectra of the precondi�
tioned matrices are essentially bounded	

��



Theorem 
�	 Let f � C�
�� and have a zero of order �p at �� Let r � p and m � dn�re�

Then there exist positive numbers � 
 � independent of n� such that for all su�ciently
large n� at most �p� � eigenvalues of C��

n 
Km��r � f �An
f � are outside the interval 
�� ��

Proof� For any function g � C��� we let �Cn
g� to be the n�by�n circulant matrix with the
j�th eigenvalue given by

	j� �Cn
g�� �

����
���

�

n�p
� if

������jn � �

���� 
 �

n

g

�
��j

n

�
� otherwise�

����

for j � �� � � � � n � �	 Since there is at most one j such that j��j�n � �j 
 ��n� by ����
�Cn
g�� Cn
g� is a matrix of rank at most �	

By assumption� f��� � sin�p��� � �����g��� for some positive function g in C��	 We
use the following decomposition of the Rayleigh quotient to prove the theorem�

x�An
f �x

x�Cn
Km��r � f �x �
x�An
f �x

x�An

h
sin�p

�
���
�

�i
x
�
x�An

h
sin�p

�
���
�

�i
x

x� �Cn

h
sin�p

�
���
�

�i
x
�

�
x� �Cn

h
sin�p

�
���
�

�i
x

x� �Cn
f �x
� x� �Cn
f �x

x� �Cn
Km��r � f �x
�

�x
� �Cn
Km��r � f �x
x�Cn
Km��r � f �x � ����

We remark that by Lemma �	� and the denitions ��� and ����� all matrices in the factors
in the right hand side of ���� are positive denite	

As g is a positive function in C��� by Lemma �	�� the rst factor in the right hand
side of ���� is uniformly bounded above and below	 Similarly� by ����� the third factor is
also uniformly bounded	 The eigenvalues of the two circulant matrices in the fourth factor
di�er only when j��j�n � �j 
 ��n	 But by Theorem �	�� the ratios of these eigenvalues
are all uniformly bounded when n is large	 The eigenvalues of the two circulant matrices
in the last factor di�er only when j��j�n � �j 
 ��n	 But by Theorem �	�� their ratios
are also uniformly bounded	

It remains to handle the second factor	 Dene s�p��� 	 sin�p� ���� �� we have

s�p��� �
�

�p

�� cos�� � ���p �

�

�p
���

�
ei�e�i� � �� �

�
e�i�ei��p

i	e	� s�p��� is a p�th degree trigonometric polynomial in �	 Recall that for any function
h��� �

P�
j��� bje

ij�� the convolution product of the Dirichlet kernel Dn with h is just

equal to the nth partial sum of h� i	e	� �Dn � h���� �
Pn

j��n bje
ij�	 Hence for n 
 �p�

�Dbn��c � s�p������� � s�p��� for all � � 
��� ��	

��



Since Cn
Dbn��c � s�p���� is the Strang preconditioner for An
s�p����� see 
��� Cn
s�p����
will be the Strang preconditioner for An
s�p���� when n 
 �p	 As s�p��� is a p�th degree
trigonometric polynomial� An
s�p���� is a band Toeplitz matrix with half bandwidth p��	
Therefore when n 
 �p� by the denition of the Strang preconditioner�

Cn 
s�p���� � An 
s�p���� �

�
� � � Rp

� � �
R�
p � �

�
� � ����

where Rp is a p�by�p matrix� see 
���	 Thus An
s�p���� � �Cn
s�p�����Rn where the n�by�n
matrix Rn is of rank at most �p� �	

Putting this back into the numerator of the second factor in ����� we have

x�An
f �x

x�Cn
Km��r � f �x

�
x�An
f �x

x�An 
s�p����x
� x

� �Cn 
s�p����x

x� �Cn
f �x
� x� �Cn
f �x

x� �Cn
Km��r � f �x
� x

� �Cn
Km��r � f �x
x�Cn
Km��r � f �x

�
x�An
f �x

x�An 
s�p����x
� x�Rnx

x�Cn
Km��r � f �x �

Notice that for all su�ciently large n� except for the last factor� all factors above are
uniformly bounded below and above by positive constants	 We thus have

x�An
f �x

x�Cn
Km��r � f �x � ��x� � �x� � x�Rnx

x�Cn
Km��r � f �x � �x �� �

when n large� where

� 
 �min � ��x� � �max 
�� � 
 min � �x� � max 
��

Hence for large n�

x��An
f �� maxRn�x

x�Cn
Km��r � f �x � �max� �x �� ��

If Rn has q positive eigenvalues� then by Weyl�s theorem 
��� p	����� at most q eigenvalues
of Cn
Km��r � f ���An
f � are larger than �max	 By using a similar argument� we can prove
that at most �p��� q eigenvalues of Cn
Km��r � f ���An
f � are less than �min	 Hence the
theorem follows	

Finally we prove that all the eigenvalues of the preconditioned matrices are bounded
from below by a positive constant independent of n	 Hence the computational cost for
solving this class of n�by�n Toeplitz systems will be of O�n logn� operations	

��



Theorem 
�� Let f � C�
�� and have a zero of order �p at �� Let r � p and m � dn�re�

Then there exists a positive constant c independent of n� such that for all n su�ciently
large� all eigenvalues of the preconditioned matrix C��

n 
Km��r � f �An
f � are larger than c�

Proof� In view of the proof of Theorem �	�� it su�ces to get a lower bound of the
second Rayleigh quotient in the right hand side of ����	 Equivalently� we have to get
an upper bound of ��A��

n 
s�p���� �Cn 
s�p������ where ���� denotes the spectral radius and

s�p��� � sin�p
�
���
�

�
	

We note that by the denition ����� �Cn 
s�p���� � Cn 
s�p���� �En� where En is either
the zero matrix or is given by

F �
ndiag

�
� � � � �� �

n�p
� s�p

�
��j

n

�
� �� � � �

�
Fn

for some j such that j��j�n � �j 
 ��n	 Thus kEnk� � O���n�p�	
By Lemma �	�� A��

n 
s�p���� is positive denite	 Thus the matrix

A��
n 
s�p���� �Cn 
s�p����

is similar to the symmetric matrix

A����
n 
s�p���� �Cn 
s�p����A

����
n 
s�p���� �

Hence we have

�
�
A��
n 
s�p���� �Cn 
s�p����

�
� �

�
A����
n 
s�p���� �Cn 
s�p����A

����
n 
s�p����

�
� �

�
A����
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s�p����Cn 
s�p����A

����
n 
s�p����

�
��

�
A����
n 
s�p����EnA

����
n 
s�p����

�
� �

	
A��
n 
s�p����Cn 
s�p����



�
��A��

n 
s�p����
��
�
kEnk�� ����

Here ���� is the spectral radius of a matrix	 By 
�� Theorem ��� we have
��A��

n 
s�p����
��
�
�

O�n�p�	 Hence the last term in ���� is of O���	
It remains to estimate the rst term in ����	 According to ����� we partitionA��

n 
s�p����
as

A��
n 
s�p���� �

�
� B�� B�� B�	

B�
�� B�� B�	

B�
�	 B�

�	 B		

�
� �

��



where B�� and B		 are p�by�p matrices	 Then by �����

�
	
A��
n 
s�p����Cn 
s�p����


 � � � �

�
�
�
� B�	R

�
p � B��Rp

B�	R
�
p � B�

��Rp

B		R
�
p � B�

�	Rp

�
�
�
A

� � � �

��
B�	R

�
p B��Rp

B		R
�
p B�

�	Rp

��
� ����

where the last equality follows because the ��by�� block matrix in the equation has vanish�
ing central column blocks	 In 
�� Theorem �	��� it has been shown that Rp� B��� B�	 and
B		 all have bounded ���norms and ���norms	 Hence using the fact that ���� � k � k� �
fk � k�k � k�g���� we see that ���� is bounded and the theorem follows	

By combining Theorems �	� and �	�� the number of preconditioned conjugate gradient
�PCG� iterations required for convergence is of O���� see 
��	 Since each PCG iteration
requires O�n logn� operations �see 
��� and so is the construction of the preconditioner
�see x��� the total complexity of the PCG method for solving Toeplitz systems generated
by f � C�

�� is of O�n logn� operations	

��� Positive Functions

In this subsection� we consider the case where the generating function is strictly positive	
We note that the spectrum of An
f � is contained in 
fmin� fmax�� where fmin and fmax

are the minimum and maximum values of f � see 
�� Lemma ��	 Since fmin � �� An
f �
is well�conditioned	 In 
��� it was shown that for such f � the spectrum of C��

n 
Kn�� �
f �An
f � is clustered around � and the PCG method converges superlinearly	 Recall that
Cn
Kn�� � f � is just the T	 Chan circulant preconditioner	 In the following� we generalize
this result to other generalized Jackson kernels	 First� it is easy to show that � 
 fmin �
�Km��r � f� ��� � fmax	 Thus the whole spectrum of C��

n 
Km��r � f �An
f � is contained in

fmin�fmax� fmax�fmin�� i	e	 the preconditioned system is also well�conditioned	 We now
show that its spectrum is clustered around �	

Theorem 
�
 Let f � C�� be positive� Then the spectrum of C��
n 
Km��r � f �An
f � is

clustered around � for su�ciently large n� Here m � dn�re�
Proof� We rst prove that Km��r � f converges to f uniformly on 
��� ��	 For � � ��
let ��f� �� 	 maxx�jtj�� jf�x� � f�x � t�j be the modulus of continuity of f 	 It has the
property that

��f� 	�� � �	� ����f� ��� � 	 
 ��

see 
��� p	���	
By the uniform continuity of f � for each � � �� there exists a � � � such that ��f� �� 
 �	

Take n � ���� then for all � � 
��� ��� we have

jf���� �Km��r � f� ���j

��



�

����
Z �

��

Km��r�t�f����Km��r�t�f��� t�� dt

����
�

Z �

��
jf���� f��� t�jKm��r�t�dt

�
Z �

��
��f� jtj�Km��r�t�dt

�

Z �

��
��f� njtj � �

n
�Km��r�t�dt

�
Z �

��
�njtj� ����f�

�

n
�Km��r�t�dt � ��f�

�

n
� �c� �� � �c� ����

where c � �n
R �
� Km��r�t�tdt is bounded by a constant independent of n �cf	 the proof of

Lemma �	� for p � ����	 Therefore� Km��r � f converges uniformly to f 	 By 
�� Theorem
��� the spectrum of C��

n 
Km��r � f �An
f � is clustered around � for su�ciently large n	

As an immediate consequence� we can conclude that when f is positive and Cn
Km��r�f �
is used as the preconditioner� the PCG method converges superlinearly� see for instance

��	

� Numerical Experiments

In this section� we illustrate by numerical examples the e�ectiveness of the preconditioner
Cn
Km��r � f � in solving Toeplitz systems	 For comparisons� we also test the Strang 
���
and the T	 Chan 
��� circulant preconditioners	 In the following� m is set to dn�re	
Example �� The rst set of examples is on mildly ill�conditioned Toeplitz systems where
the condition numbers of the systems grow like O�n	� for some � � �	 They correspond
to Toeplitz matrices generated by functions having zeros of order �� see 
���	 Because of
the ill�conditioning� the conjugate gradient method will converge slowly and the number
of iterations required for convergence grows like O�n	��� 
�� p	���	 However� we will see
that using our preconditioner Cn
Km��r � f � with �r � �� the preconditioned system will
converge linearly� i	e	� the number of iterations required for convergence is independent of
n	

We solve Toeplitz systems An
f �x � b by the preconditioned conjugate gradient
method for twelve nonnegative test functions	 Since the functions are nonnegative� the
An
f � so generated are all positive denite	 We remark that if f takes negative values� then
An
f � will be non�denite for large n	 As mentioned in x�� the construction of our pre�
conditioners for an n�by�n Toeplitz matrix requires only the n diagonal entries fajgjjj�n

of the given Toeplitz matrix	 No explicit knowledge of f is required	 In the tests� the
right�hand side vectors b are formed by multiplying random vectors to An
f �	 The initial
guess is the zero vector and the stopping criteria is jjrqjj��jjr�jj� � ���
 where rq is the
residual vector after q iterations	

��



Tables ��� show the numbers of iterations required for convergence for di�erent choices
of preconditioners	 In the table� I denotes no preconditioner� S is the Strang preconditioner

���� Km��r are the preconditioners from the generalized Jackson kernel Km��r dened in
��� and T � Km�� is the T	 Chan preconditioner 
���	 Iteration numbers more than �����
are denoted by  y!	 We note that S in general is not positive denite as the Dirichlet
kernel Dn is not positive� see 
��	 When some of its eigenvalues are negative� we denote
the iteration number by  �! as the PCG method does not apply to non�denite systems
and the solution thus obtained may be inaccurate	

The rst two test functions in Table � are positive functions and therefore correspond
to well�conditioned systems	 Notice that the iteration number for the non�preconditioned
systems tends to a constant when n is large� indicating that the convergence is linear	
In this case� we see that all preconditioners work well and the convergence is fast� see
Theorem �	� and 
��	

�� � � j�j	 � ����
n �� �� ��� ��� ��� ���� �� �� ��� ��� ��� ����

I �� �� �� �� �� �� �� ��� ��� ��� ��� ���
S � � � � � � � � � � � �
T � � � � � � �� �� �� �� �� ��

KN�� � � � � � � �� � � � � �
KN�� � � � � � � �� � � � � �
KN�� � � � � � � �� � � � � �

Table �� Numbers of iterations for well�conditioned systems	

The four test functions in Table � are nonnegative functions with single or multiple
zeros of order � on 
��� ��	 Thus the condition numbers of the Toeplitz matrices are
growing like O�n�� and hence the numbers of iterations required for convergence without
using any preconditioners is increasing like O�n�	 We see that for these functions� the
number of iterations for convergence using the T	 Chan preconditioner increases with n	
This is to be expected from the fact	 that the order of Km�� � �� does not match that of
�� at � � �� see ����	 However� we see that Km��� Km�� and Km�� all work very well as
predicted from our convergence analysis in x�	

When the order of the zero is �� like the two test functions in Table �� the condition
number of the Toeplitz matrices will increase like O�n�� and the matrices will be very ill�
conditioned even for moderate n	 We see from the table that both the Strang and the T	
Chan preconditioners fail �the number of iterations required for convergence is increasing
with n�	 For the T	 Chan preconditioner� the failure is also to be expected from the fact
that the order of Km�� � �� does not match that of �� at � � �� see ����	 As predicted by
our theory� Km�� and Km�� still work very well	 The numbers of iterations required for
convergence are roughly constant independent of n	

In Table �� we test functions that our theory does not cover	 The rst two functions are

��



�� ��� � ���

n �� �� ��� ��� ��� ���� �� �� ��� ��� ��� ����

I �� �� ��� ��� ��� ���� �� ��� ��� ��� ���� ����
S � � � � � � �� � � �� � ��
T �� �� �� �� �� �� �� �� �� �� �� ��

KN�� � � �� � � � �� �� �� �� �� ��
KN�� �� �� �� �� � � �� �� �� �� �� ��
KN�� � �� �� �� �� �� �� �� �� �� �� ��

����� � ��� ����� � ���
n �� �� ��� ��� ��� ���� �� �� ��� ��� ��� ����

I �� �� ��� ��� ��� ��� �� �� ��� ��� ��� ����
S � � � �� �� �� � � � �� �� ��
T �� �� �� �� �� �� �� �� �� �� �� ��

KN�� �� �� �� �� �� �� �� �� �� �� �� ��
KN�� �� �� �� �� �� �� �� �� �� �� �� ��
KN�� �� �� �� �� �� �� �� �� �� �� �� ��

Table �� Numbers of iterations for functions with order � zeros	

�� ����� � ���
n �� �� ��� ��� ��� ���� �� �� ��� ��� ��� ����

I �� ��� ��� ���� y y �� ��� ��� ���� ���� y
S � � � � � � � � � � � �
T �� �� �� ��� ��� ��� �� �� �� ��� ��� ���

KN�� �� �� �� �� �� �� �� �� �� �� �� ��
KN�� �� �� �� �� �� �� �� �� �� �� �� ��
KN�� �� �� �� �� �� �� �� �� �� �� �� ��

Table �� Numbers of iterations for functions with order � zeros	
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j�j j�j	
n �� �� ��� ��� ��� ���� �� �� ��� ��� ��� ����

I �� �� �� �� ��� ��� �� ��� ��� ���� ���� y
S � � � � � � � � � � � �
T � � � � �� �� �� �� �� �� �� ���

KN�� � � � � � � �� �� �� �� �� ��
KN�� � � � � � � �� �� �� �� �� ��
KN�� � � � � � � �� �� �� �� �� ��

P
jkj����� ���jkj � ��eik� � ������

P
jkj����� ���jkj�
 � ��eik� � ������

n �� �� ��� ��� ��� ���� �� �� ��� ��� ��� ����

I �� ��� ��� ��� ��� ��� �� �� ��� ��� ���� y
S � � � � � � � � � � � �
T �� �� �� �� �� � �� �� �� �� �� ��

KN�� � � � � � � �� �� � � � �
KN�� �� � � � � � �� �� � �� � �
KN�� � � � � � � �� �� �� �� �� �

Table �� Numbers of iterations for other functions	

not di�erentiable at their zeros	 The last two functions are functions with slowly decaying
Fourier coe�cients	 We found numerically that the minimum values of

P
jkj�����

�
jkj��e

ik�

and
P

jkj�����
�

jkj�����
eik� are approximately equal to �	���� and �	���� respectively	 Hence

the last two test functions are approximately zero at some points in 
��� ��	 Table �
shows that the Km��r preconditioners still perform better than the Strang and the T	
Chan preconditioners	

To further illustrate Theorems �	� and �	�� we give in Figures � and � the spectra of
the preconditioned matrices for all ve preconditioners for f��� � �� and �� when n � ���	
We see that the spectra of the preconditioned matrices for Km�� and Km�� are in a small
interval around � except for one to two large outliers and that all the eigenvalues are well
separated away from �	 We note that the Strang preconditioned matrices in both cases
have negative eigenvalues and they are not depicted in the gures	

Example 	� In image restoration� because the blurring is an averaging processing� the
resulting matrix is usually strongly ill�conditioned in the sense that its condition number
grows exponentially with respect to its size n	 In contrast� the condition numbers of the
mildly ill�conditioned matrices considered in Example � are increasing like polynomials
of n only	 Regularization techniques have been used for some time in mathematics and
engineering to treat these strongly ill�conditioned systems	 The idea is to restrict the
solution in some smooth function spaces 
���	 This approach has been adopted in the
circulant preconditioned conjugate gradient method and is very successful when applied

��
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to ground�based astronomy 
��	
To illustrate the idea� we use a  prototype! image restoration problem given in 
���	

Consider a ����by���� Toeplitz matrix A with �i� j� entries given by

aij �

�
�� if ji� jj � ��
�
�g������

�
��i� j��� otherwise�

where

g��� �� �
�

�
p
��

exp�� ��

���
��

Blurring matrices of this form �called the truncated Gaussian blur� occur in many image
restoration contexts and are used to model certain degradations in the recorded image	
The condition number of A is approximately �	����	 Thus if no regularization is used�
the result obtained may be very inaccurate� especially if b is corrupted with noise	

In our experiment� we solve the regularized least squares problem minxfkAx � bk�� �
�kxk��g as suggested in 
���	 The problem is equivalent to the normal equations ��I �
A��x � Ab which we solve by the preconditioned conjugate gradient method	 We choose
the solution vector x with its entries given by


x�i � ���g��������� �
�i

��
� � g���������� �

�i

��
�� � � i � n� ����

see 
���� and then we compute b � Ax	 A noise vector is added to b where each component
of the noise vector is taken from a normal distribution with mean zero and standard
deviation ���		 The stopping criteria is jjrqjj��jjr�jj� � ����� where rq is the residual
vector after q iterations	

We choose the optimal regularization parameter �� such that it minimizes the relative
error between the computed solution x��� of the normal equations and the original solution
x given in ����� i	e	 �� minimizes kx� x���k��kxk�	 By trial and error� it is found to be
����� up to one digit of accuracy	 The preconditioner we used for the normal equations
is of the form ��I � C� where C is chosen to be S� T � Km��� Km��� and Km��	 The
corresponding numbers of iterations required for convergence are equal to ��� ��� ��� ���
and �� respectively	 The number of iterations without preconditioning is ���	 The relative
error of the regularized solution is about ���  ����	 In contrast� it is about ���  ����

if no regularization is used	 Thus we see that our preconditioners also work for strongly
ill�conditioned systems after it is regularized	

� Concluding Remarks

We remark that even for mildly ill�conditioned matrices with condition number of order
O�np�� if p � �� then the matrix An will be very ill�conditioned already for moderate
n� say n � ���	 Thus regularization is also needed in this case	 Once the system is
regularized� our preconditioner Cn
Km�� � f � will work even if p � �� cf	 Example � in x�

��



for instance	 Hence in general� the circulant preconditioner Cn
Km�� � f � should be able
to handle all cases� whether the matrix An is well�conditioned� mildly ill�conditioned� or
very ill�conditioned but regularized	
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