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Abstract. Let $M$, $N$ and $K$ be $d$-dimensional Riemann manifolds. Assume that $A := (A_n)_{n \in \mathbb{N}}$ is a sequence of Lebesgue measurable subsets of $M$ satisfying a necessary density condition and $x := (x_n)_{n \in \mathbb{N}}$ is a sequence of independent random variables which are distributed on $K$ according to a measure which is not purely singular with respect to the Riemann volume. We give a formula for the almost sure value of the Hausdorff dimension of random covering sets $E(x, A) := \limsup_{n \to \infty} A_n(x_n) \subset N$. Here $A_n(x_n)$ is a diffeomorphic image of $A_n$ depending on $x_n$. We also verify that the packing dimensions of $E(x, A)$ equal $d$ almost surely.

1. Introduction and main theorem

Limsup sets, defined as upper limits of various sequences of sets, play an important role in different areas of mathematics. One of their earliest occurrences originates from the study of random placement of circular arcs in the unit circle by Borel [7] in the late 1890’s. He stated that a given point belongs to infinitely many arcs provided that the placement of arcs is random and the sum of their lengths is infinite. This statement is the origin of what is nowadays known as the Borel-Cantelli lemma. We refer to [37] for more details and references on the historical development. Related to geometric measure theory and fractals, limsup sets appear implicitly already in the investigation of the Besicovitch-Eggleston sets concerning the $k$-adic expansions of real numbers [5, 16]. They play also a central role in Diophantine approximation. For instance, the classical theorems of Khintchine and Jarnik provide size estimates in terms of Lebesgue and Hausdorff measure for limsup sets consisting of well-approximable numbers (cf. [26]).

In the modern language, random covering sets are a class of limsup sets defined by means of a family of randomly distributed subsets of the $d$-dimensional torus.
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\[ T^d := \mathbb{R}^d / \mathbb{Z}^d. \] Supposing that \( A := (A_n)_{n \in \mathbb{N}} \) is a deterministic sequence of non-empty subsets of \( T^d \) and \( \mathbf{x} := (x_n)_{n \in \mathbb{N}} \) is a sequence of independent random variables which are uniformly distributed on \( T^d \), define a random covering set \( E(\mathbf{x}, A) \) by

\[
E(\mathbf{x}, A) := \limsup_{n \to \infty} (x_n + A_n) = \bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} (x_k + A_k),
\]

where \( x + A := \{x + y : y \in A\} \). We denote the Lebesgue measure on \( T^d \) by \( \mathcal{L} \). It is easy to see that \( \mathcal{L}(E(\mathbf{x}, A)) = 0 \) for all \( \mathbf{x} \) if the series \( \sum_{k=1}^{\infty} \mathcal{L}(A_k) \) converges. On the other hand, it follows from Borel-Cantelli lemma and Fubini’s theorem that \( \mathcal{L}(E(\mathbf{x}, A)) = 1 \) almost surely provided the sets \( A_n \) are Lebesgue measurable and the series \( \sum_{k=1}^{\infty} \mathcal{L}(A_k) \) diverges. Note that this result is essentially the higher dimensional analogue of Borel’s original idea concerning the covering of the circle by random arcs which we discussed in the beginning of this section.

The case of full Lebesgue measure has been extensively studied. In 1956 Dvoretzky [15] posed a problem of finding conditions which guarantee that the whole torus \( T^d \) is covered almost surely. Even in the simplest case when \( d = 1 \) and the generating sets are intervals of length \((l_n)_{n \in \mathbb{N}}\), this problem, known in literature as the Dvoretzky covering problem, turned out to be rather long-standing. After substantial contributions of many authors, including Billard [6], Erdős [19], Kahane [34] and Mandelbrot [43], the full answer was given in this context by Shepp [50] in 1972. He verified that \( E(\mathbf{x}, A) = T^1 \) almost surely if and only if

\[
\sum_{n=1}^{\infty} \frac{1}{n^2} \exp(l_1 + \cdots + l_n) = \infty,
\]

where the lengths \((l_n)_{n \in \mathbb{N}}\) are in decreasing order. In full generality, the Dvoretzky covering problem is still unsolved. The higher dimensional case has been studied by El Héhou [18] and Kahane [36] among others. In [36], a complete solution is provided in the case when generating sets are similar simplexes.

For various other aspects of random covering sets, we refer to [1, 18, 22, 23, 27, 29, 30, 35, 36, 37, 41, 44, 51]. Recent contributions to the topic include various types of dynamical models, see [24, 31, 42], and projectional properties [11].

Further motivation to study limsup sets stems from Diophantine approximation. Recall that, for \( \phi : \mathbb{N} \to]0, \infty[ \), the set of \( \phi \) well-approximable numbers consists of those \( x \in \mathbb{R} \) for which there exist infinitely many \( q \in \mathbb{N} \) such that

\[
\left| x - \frac{p}{q} \right| < \frac{\phi(q)}{q^2}
\]
for some $p \in \mathbb{Z}$. Given $\phi$, the determination of the size of these limsup sets and various variants is an important theme in Diophantine approximation and there is a vastly growing literature on this branch of metric number theory, see [2, 3] and the references therein.

In the circle $\mathbb{T}^1$, the study of $\phi$ well-approximable numbers may be regarded as a variant of the shrinking target problem or dynamical Diophantine approximation formulated in the following manner: assuming that $X$ is a metric space, $T: X \to X$ is a dynamical system, $(r_n)_{n \in \mathbb{N}}$ is a sequence of positive real numbers and $x_0 \in X$, determine the size of the set

$$\limsup_{n \to \infty} T^{-n}(B(x_0, r_n)) = \{ x \in X : T^n(x) \in B(x_0, r_n) \text{ for infinitely many } n \in \mathbb{N} \},$$

where $B(x, r)$ is the open ball with radius $r$ centred at $x \in X$. Indeed, letting $x_0 = 0$, $r_q = q\phi(q)$ and $T_x: \mathbb{T}^1 \to \mathbb{T}^1$ be the rotation by an angle $x$, we recover that the set of $\phi$ well-approximable numbers consists of those $x$ such that $T^n_x(0) \in B(0, r_q)$ for infinitely many $q \in \mathbb{N}$. Another variant of this question, called the moving target problem, is concerned with the investigation of the limsup set

$$\{ x \in X : x \in B(T^n(x_0), r_n) \text{ for infinitely many } n \in \mathbb{N} \},$$

see [4, 8]. A recent account on this line of research is provided in [24]. Observe that, by replacing the map $T$ with the random walk on $\mathbb{T}^d$ driven by the Lebesgue measure, the random covering set $E(x, A)$ may be viewed as a moving target problem limsup set provided $A_n = B(0, r_n)$ for all $n \in \mathbb{N}$. For an interesting application of limsup sets to the study of Brownian motion, we refer to [39].

In this paper, we focus on the natural problem of determining almost sure values of Hausdorff and packing dimensions of random covering sets in the case when they have zero Lebesgue measure. We denote the Hausdorff and packing dimensions by $\dim_H$ and $\dim_P$, respectively. For $d = 1$ and for an arbitrary decreasing sequence $A = (A_n)_{n \in \mathbb{N}}$ of intervals of lengths $(l_n)_{n \in \mathbb{N}}$, the almost sure Hausdorff dimension of the random covering set is given by

$$\dim_H E(x, A) = \inf \{ 0 < t \leq 1 : \sum_{n=1}^{\infty} (l_n)^t < \infty \} = \limsup_{n \to \infty} \frac{\log n}{-\log l_n}. \tag{1.1}$$

For $l_n = n^{-\alpha}$, $\alpha > 1$, this is proved by Fan and Wu [25] and, as explained in their paper, the method works also for more general decreasing sequences $(l_n)_{n \in \mathbb{N}}$. Using an approach different from that of [25], Durand [13] generalised the result of [25] and obtained a dichotomy result for the Hausdorff measure of $E(x, A)$ for general gauge functions. The dimension result (1.1), as well as its analogy in $\mathbb{T}^d$
for random coverings with balls, can also be derived from the mass transference principle proved by Beresnevich and Velani in [3] (see [32] for details). In addition to random covering sets, the mass transference technique has proved to be a useful tool in studying the limsup sets in the context of Diophantine approximation and shrinking target problems. See e.g. [2, 3, 24, 28]. However, its applicability is essentially limited to the case when the sequence \( A \) consists of balls and, therefore, it cannot be utilised in the general setting of this paper.

Notice that the methods used in [13, 25] rely essentially on the ambient space being a torus and generating sets being balls. One needs to employ new ideas in investigating random covering sets generated by more general sets. The case when the generating sets are rectangle-like was first studied in [32]. More precisely, assume that the generating sets in \( A \) are of the form \( A_n = \Pi(L_n(R)) \) for all \( n \in \mathbb{N} \), where \( \Pi: \mathbb{R}^d \to T^d \) is a natural covering map, \( R \) is a subset of the closed unit cube \([0,1]^d\) with non-empty interior and, for all \( n \in \mathbb{N} \), the map \( L_n: \mathbb{R}^d \to \mathbb{R}^d \) is a contracting linear injection such that the sequences of singular values of \((L_n)_{n \in \mathbb{N}}\) decrease to 0 as \( n \) tends to infinity. Note that the singular values of \( L_n \) are the lengths of the semi-axes of \( L_n(B(0,1)) \). Under this assumption, according to [32], almost surely the Hausdorff dimension of \( E(x, A) \) is given in terms of singular value functions \( \Phi^t(L_n) \) (for the definition see [32]), that is, almost surely

\[
(1.2) \quad \dim_H E(x, A) = \inf\left\{ 0 < t \leq d : \sum_{n=1}^{\infty} \Phi^t(L_n) < \infty \right\}
\]

with the interpretation \( \inf \emptyset = d \).

In [47], Persson proved that (1.2) remains valid when dropping off the monotonicity assumption on the singular values of \((L_n)_{n \in \mathbb{N}}\) in [32]. Indeed, he showed that, for a sequence \( A \) of open subsets of \( T^d \), almost surely

\[
(1.3) \quad \dim_H E(x, A) \geq \inf\left\{ 0 < t \leq d : \sum_{n=1}^{\infty} g_t(A_n) < \infty \right\},
\]

where

\[
(1.4) \quad g_t(F) := \frac{\mathcal{L}(F)^2}{I_t(F)}
\]

for all Lebesgue measurable sets \( F \subset T^d \) with \( \mathcal{L}(F) > 0 \), and

\[
(1.5) \quad I_t(F) := \int_{F \times F} |x - y|^{-t} d\mathcal{L}(x)d\mathcal{L}(y)
\]

is the \( t \)-energy of \( F \). For simplicity, we use the notation \( |x - y| \) for both the Euclidean distance and the natural distance in \( T^d \). When the generating sets of \( A \) are open
rectangles, the lower bound in (1.3) equals the right-hand side of (1.2). Hence, the monotonicity assumption on \((L_n)_{n \in \mathbb{N}}\) is not needed.

Inspired by the results of [32, 47], we aim at an exact dimension formula for the random covering sets constructed from an arbitrary sequence \(A\) of open sets or, more generally, Lebesgue measurable sets satisfying a mild density condition. To this end, we introduce the following notation. For \(0 \leq t < \infty\), the \(t\)-dimensional Hausdorff content of a set \(F \subset \mathbb{R}^d\) is denoted by

\[
H_t^F := \inf \left\{ \sum_{n=1}^{\infty} (\text{diam } F_n)^t : F \subset \bigcup_{n=1}^{\infty} F_n \right\},
\]

where \(\text{diam}\) is the diameter of a subset of \(\mathbb{R}^d\). For a sequence \(A = (A_n)_{n \in \mathbb{N}}\) of subsets of \(\mathbb{R}^d\), we define

\[
t_0(A) := \inf \{0 < t \leq d : \sum_{n=1}^{\infty} H_t^{A_n} < \infty \}
\]

with the interpretation \(\inf \emptyset = d\). If \(A\) is a sequence of Lebesgue measurable subsets of \(\mathbb{R}^d\), we set

\[
s_0(A) := \inf \{0 < s \leq d : \sum_{n=1}^{\infty} G_s(A_n) < \infty \}
\]

with the interpretation \(\inf \emptyset = d\), where

\[
G_s(E) := \sup \{g_s(F) : F \subset E, F \text{ is Lebesgue measurable and } \mathcal{L}(F) > 0 \}
\]

with the interpretation \(\sup \emptyset = 0\). Finally, given \(F \subset \mathbb{R}^d\), we say that a point \(x \in F\) has \textit{positive Lebesgue density with respect to }\(F\) if

\[
\liminf_{r \to 0} \frac{\mathcal{L}(F \cap B(x,r))}{\mathcal{L}(B(x,r))} > 0
\]

and, moreover, the set \(F\) has \textit{positive Lebesgue density} if all of its points have positive Lebesgue density with respect to \(F\).

As a consequence of our main theorem (see Theorem 1.1), we will prove that almost surely

\[
\dim_H E(x, A) = s_0(A) = t_0(A)
\]

provided that \(A = (A_n)_{n \in \mathbb{N}}\) is a sequence of Lebesgue measurable subsets of \(\mathbb{T}^d\) having positive Lebesgue density. It is worth noting that \(s_0(A)\) could be strictly larger than Persson’s lower bound (i.e. the right-hand side of (1.3)) even when \(A\) consists of open sets (see Example 7.1).
Let us first give some remarks and briefly illustrate our main strategy in the proof of (1.10). The whole proof consists of three parts: \( \dim_H E(x, A) \leq t_0(A) \) and \( s_0(A) = t_0(A) \) almost surely. The assumption of positive Lebesgue density is only used in the proof of the equality \( s_0(A) = t_0(A) \). Without this assumption, the equality may fail and, furthermore, it may happen that almost surely \( \dim_H E(x, A) < t_0(A) \) and \( \dim_H E(x, A) > s_0(A) \) (see Examples 7.2 and 7.4).

The proof of the upper bound (i.e. \( \dim_H E(x, A) \leq t_0(A) \)) is direct and simple. To prove the equality \( s_0(A) = t_0(A) \), we manage to establish certain relations between the quantities \( H_t(\cdot) \) and \( G_t(\cdot) \) (see Lemmas 3.2 and 3.10). The proof of these relations employs some potential theoretic arguments, and is rather long. A key ingredient is a subtle and technical result (Proposition 3.8), which allows us to approximate a given measure \( \mu \) and its \( s \)-energy simultaneously by a certain sequence of normalised Lebesgue measures. As for the lower bound, we note that if \( U \) is open, then a straightforward approximation argument implies that

\[
G_s(U) = \sup\{g_s(V) : V \subset U, \text{V is open and } L(V) > 0\}.
\]

With Persson’s result, this characterisation can be employed to give a more direct proof of the fact that \( s_0(A) \) is a lower bound for \( \dim_H E(x, A) \) in the case when \( A \) is a sequence of open sets. However, this method does not work if the sets in the sequence \( A \) fail to be open.\(^1\) For this reason, we need to make use of a completely different approach to deal with a more general generating sequence \( A \). For that purpose, we introduce the notion of minimal regular energy which allows us to give a lower bound of the Hausdorff dimension of random covering sets under certain energy condition (see Section 4). A rather sophisticated random mass distribution argument is then carried out in Section 5 to verify this condition.

Regarding the packing dimension of random covering sets, we show that if the sets in \( A \) are Lebesgue measurable and \( L(A_n) > 0 \) for infinitely many \( n \in \mathbb{N} \), then almost surely

\[
\dim_P E(x, A) = d.
\]

For open generating sets, this result is immediate since \( E(x, A) \) is a \( G_\delta \)-set, which is almost surely dense. As in the case of Hausdorff dimension, replacing open generating sets by Lebesgue measurable ones (of positive measure) turns out to be a subtle task. The strategy in the proof of (1.11) is somewhat analogous to that of (1.10).

\(^1\)When \( A \) consists of open sets, it is also unclear whether Persson’s method could be used to prove this lower bound in our more general setting, where the translations \( x = (x_n)_{n \in \mathbb{N}} \) are independent with a law not singular with respect to \( L \).
However, instead of the minimal regular energy and a mass distribution argument, we apply a result that allows us to conclude that $\dim P E(x, A) = d$ by estimating, for compact sets $F$, the number of dyadic cubes intersecting $F \cap \bigcup_{i=n}^{\infty} (x_n + A_n)$ in a set of positive Lebesgue measure (see Proposition 6.4). Observe that since $E(x, A)$ is almost surely dense, the box counting dimension of $E(x, A)$ exists and is equal to $d$ almost surely.

To summarise, the equation (1.10) gives a characterisation of the almost sure value of the Hausdorff dimension of random covering sets in $T^d$ for rather general generating sequences $A$ when the translations $x = (x_n)_{n \in \mathbb{N}}$ are independent and uniformly distributed. As illustrated by Example 7.2 (see also Example 7.4), the assumption on positive Lebesgue density cannot be replaced by the weaker assumption that $\mathcal{L}(A_n \cap B(x, r)) > 0$ for all $r > 0$, $x \in A_n$ and $n \in \mathbb{N}$. In our main result, Theorem 1.1, we will further generalise (1.10) and (1.11) in several different directions. Firstly, we will replace the uniform distribution by an arbitrary Radon probability measure which is not purely singular with respect to the Lebesgue measure. Secondly, we will be able to replace the torus $T^d$ by any open subset of $\mathbb{R}^d$, in particular, by $\mathbb{R}^d$ itself. These generalisations allow us to deduce (1.10) and (1.11) for many natural unbounded models, including the case when $(x_n)_{n \in \mathbb{N}}$ are independent Gaussian random variables on $\mathbb{R}^d$ and $(A_n)_{n \in \mathbb{N}}$ are Lebesgue measurable subsets with positive Lebesgue density supported on a fixed compact subset of $\mathbb{R}^d$. Finally, we extend (1.10) and (1.11) to Lie groups and, more generally, to smooth Riemann manifolds. To achieve this, note that when the ambient space is $T^d$, the structure is linear in the sense that the random covering set is of the form

$$E(x, A) = \limsup_{n \to \infty} f(x_n, A_n)$$

where the function $f: T^d \times T^d \to T^d$ is defined as $f(x, y) = x + y$. Thus, a natural attempt to extend (1.10) and (1.11) to Lie groups or, more generally, to smooth manifolds is to study a nonlinear structure where $f$ is a smooth mapping.

Before presenting our main result in full generality, we will set up some further notation. Let $U, V \subset \mathbb{R}^d$ be open sets and let $f: U \times V \to \mathbb{R}^d$ be a $C^1$-map such that the maps $f(\cdot, y): U \to f(U, y)$ and $f(x, \cdot): V \to f(x, V)$ are diffeomorphisms for all $(x, y) \in U \times V$. Denote by $D_1 f$ and $D_2 f$ the derivatives of $f(\cdot, y)$ and $f(x, \cdot)$, respectively. We assume that there exists a constant $C_u > 0$ such that

$$\|D_i f(x, y)\|, \|(D_i f(x, y))^{-1}\| \leq C_u$$

for all $(x, y) \in U \times V$ and $i = 1, 2$. 
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Let $\sigma$ be a Radon probability measure on $U$ which is not purely singular with respect to the Lebesgue measure $\mathcal{L}$. We consider the probability space $(U^\mathbb{N}, \mathcal{F}, \mathbb{P})$ which is the completion of the infinite product of $(U, \mathcal{B}(U), \sigma)$, where $\mathcal{B}(U)$ is the Borel $\sigma$-algebra on $U$. Assuming that $A = (A_n)_{n \in \mathbb{N}}$ is a sequence of subsets of $V$, define for all $x \in U^\mathbb{N}$ a random covering set $E(x, A)$ by

$$E(x, A) := \limsup_{n \to \infty} f(x_n, A_n) = \bigcap_{n=1}^\infty \bigcup_{k=n}^\infty f(x_k, A_k).$$

Now we can finally present our main theorem.

**Theorem 1.1.** Let $f: U \times V \to \mathbb{R}^d$ be as above and let $\Delta \subset V$ be compact. Assume that $A = (A_n)_{n \in \mathbb{N}}$ is a sequence of non-empty subsets of $\Delta$. Then

(a) $\dim H E(x, A) \leq t_0(A)$ for all $x \in U^\mathbb{N}$.
(b) $\dim H E(x, A) \geq s_0(A)$ for $\mathbb{P}$-almost all $x \in U^\mathbb{N}$ provided that $A$ is a sequence of Lebesgue measurable sets.
(c) $s_0(A) = t_0(A)$ provided that $A$ is a sequence of Lebesgue measurable sets with positive Lebesgue density.
(d) $\dim P E(x, A) = d$ for $\mathbb{P}$-almost all $x \in U^\mathbb{N}$ provided that $A_n$ are Lebesgue measurable and $\mathcal{L}(A_n) > 0$ for infinitely many $n \in \mathbb{N}$.

It follows immediately from Theorem 1.1.(d) that the upper box counting dimension of $E(x, A)$ equals $d$ almost surely. From the proof of Theorem 1.1.(d), we see that $E(x, A)$ is almost surely dense in a set of positive Lebesgue measure. Therefore, also the lower box counting dimension equals $d$ almost surely. As a corollary of Theorem 1.1, we obtain the following dimension result for random covering sets in Riemann manifolds. Note that in Corollary 1.2, the quantities $s_0(A)$ and $t_0(A)$ are defined as in (1.7) and (1.8) by using the distance function induced by the Riemann metric and by replacing $\mathcal{L}$ by the Riemann volume.

**Corollary 1.2.** Let $K$, $M$ and $N$ be $d$-dimensional Riemann manifolds. Assume that $f: K \times M \to N$ is a $C^1$-map such that $f(x, \cdot)$ and $f(\cdot, y)$ are local diffeomorphisms satisfying (1.13). Let $\Delta \subset M$ be compact and let $A = (A_n)_{n \in \mathbb{N}}$ be a sequence of subsets of $\Delta$. Suppose that $\sigma$ is a Radon probability measure on $K$ such that it is not purely singular with respect to the Riemann volume on $K$. Then the statements (a)–(d) of Theorem 1.1 are valid.

As mentioned earlier, choosing $K = M = N = \mathbb{T}^d$, $f(x, y) = x + y$ and $\sigma = \mathcal{L}$, we recover the previously mentioned setting in $\mathbb{T}^d$. The assumption that the generating
sets are subsets of a compact set $\Delta$. It is needed, for example, to guarantee that $E(x, A)$ is non-empty. A natural class of generating sets $A$ which satisfy the assumptions of Theorem 1.1 and to which the earlier known results are not applicable are regular Cantor sets having positive Lebesgue measure. For the role of other assumptions in Theorem 1.1, we refer to Section 7 where, among other things, sharpness of our results will be discussed. Theorem 1.1 has a refinement concerning the Hausdorff measures of $E(x, A)$ with respect to doubling gauge functions. The exact statement of this result is given in Section 8.

The paper is organised as follows: We begin with technical auxiliary results in Section 2. In Section 3, we prove items (a) and (c) of Theorem 1.1. In Section 4, we introduce a new concept called minimal regular energy and show how it can be used to estimate Hausdorff dimensions of random covering sets. Section 5 is dedicated to the proof of Theorem 1.1(b) whereas the statement (d) is handled in Section 6. In Section 7, we explain how Corollary 1.2 follows from Theorem 1.1 and illustrate by examples the role of the assumptions and the sharpness of Theorem 1.1. In the last section, we give further generalisations of Theorem 1.1 and some remarks. For example, we present some results concerning Hausdorff measures of random covering sets with respect to general gauge functions.

## 2. Auxiliary results

In this section, we prove technical lemmas which will be needed in Sections 3–6. When studying random covering sets in the torus, one often utilises the simple fact that $u \in x + E$ if and only if $x \in u - E$ for every $E \subset \mathbb{T}^d$. In the nonlinear setting, given a parameterised family of diffeomorphisms $W_x$, we attempt to find a parameterised family of diffeomorphisms $X_u$ such that $u \in W_x(E)$ if and only if $x \in X_u(E)$. It is easy to see that the linearised local version of this problem has a solution and, therefore, this should be the case for the original nonlinear problem as well. In order to state this result formally, we need the following notation.

**Definition 2.1.** Let $U \subset \mathbb{R}^d$ be open. A $C^1$-map $W: U \times \mathbb{R}^d \to \mathbb{R}^d$ is said to be a uniform local bidiffeomorphism, if there exist $r_0 > 0$, $y_0 \in \mathbb{R}^d$ and a constant $C > 0$ such that, for all $x \in U$ and $y \in B(y_0, r_0)$, the maps $W(x, \cdot): B(y_0, r_0) \to W(x, B(y_0, r_0))$ and $W(\cdot, y): U \to W(U, y)$ are uniform diffeomorphisms, that is, diffeomorphisms satisfying

\[
\|D_i W(x, y)\|, \|(D_i W(x, y))^{-1}\| \leq C
\]
for all \( x \in U, \ y \in B(y_0, r_0) \) and \( i = 1, 2 \), where \( D_1W \) and \( D_2W \) denote the derivatives of \( W(\cdot, y) \) and \( W(x, \cdot) \), respectively. A uniform local bidiffeomorphism \( W \) generates a parameterised family of uniform diffeomorphisms \( W_x \colon B(y_0, r_0) \to W_x(B(y_0, r_0)) \), \( x \in U \), by the formula \( W_x(y) := W(x, y) \).

**Lemma 2.2.** Let \( W_x \colon B(y_0, r_0) \to W_x(B(y_0, r_0)) \), \( x \in U \), be a parameterised family of uniform diffeomorphisms generated by a uniform local bidiffeomorphism \( W \colon U \times \mathbb{R}^d \to \mathbb{R}^d \). Then there exists a parameterised family of uniform diffeomorphisms \( X_z \colon V_z \to X_z(V_z) \) where \( z \in W(U, B(y_0, r_0)) \) and \( V_z \subset B(y_0, r_0) \) is open such that, for all \( A \subset B(y_0, r_0) \), we have

\[
z \in W_x(A) \text{ if and only if } x \in X_z(A \cap V_z).
\]

Furthermore,

\[
\|DX_z(y)\|, \|(DX_z(y))^{-1}\| \leq C^2
\]

for all \( z \in W(U, B(y_0, r_0)) \) and \( y \in V_z \). Here \( C \) is as in Definition 2.1.

**Proof.** Since, for all \( z \in W(U, B(y_0, r_0)) \), the set \( U^z := \{ x \in U : z \in W(x, B(y_0, r_0)) \} \) is open and non-empty, we may define a map \( R^z \colon U^z \to B(y_0, r_0) \) by \( R^z(x) := T_x(z) \), where \( T_x := W(x, \cdot)^{-1} \). That is,

\[
W(x, R^z(x)) = W(x, T_x(z)) = z.
\]

Consider \( z \in W(U, B(y_0, r_0)) \). We show that \( R^z : U^z \to R^z(U^z) \) is a uniform diffeomorphism. If \( x, u \in U^z \) satisfy \( R^z(x) = R^z(u) \), then \( T_x(z) = T_u(z) = y \) for some \( y \in B(y_0, r_0) \) and, therefore, \( W(x, y) = z = W(u, y) \). Thus \( x = u \), implying that \( R^z \) is injective. Since \( W(x, T_x(z)) = z \) for all \( x \in U^z \), we have \( D_1W(x, T_x(z)) + D_2W(x, T_x(z)) \circ D_2T_x(z) = 0 \), giving

\[
DR^z(x) = D_xT_x(z) = -(D_2W(x, T_x(z)))^{-1} \circ D_1W(x, T_x(z)).
\]

This implies

\[
\|DR^z(x)\|, \|(DR^z(x))^{-1}\| \leq C^2
\]

for all \( z \in W(U, B(y_0, r_0)) \) and \( x \in U^z \). Observing that, for all \( A \subset B(y_0, r_0) \) and \( x \in U \),

\[
z \in W(x, A) \iff T_x(z) \in A \iff R^z(x) \in A \iff x \in (R^z)^{-1}(A),
\]

we may define \( V_z := R^z(U^z) \) and \( X_z := (R^z)^{-1} \). The claim (2.2) follows from (2.3). \( \square \)
For every $A \subset \mathbb{R}^d$ and $\delta > 0$, let
\begin{equation}
\overline{V}_\delta(A) := \{x \in \mathbb{R}^d : \text{dist}(x, A) \leq \delta\}
\end{equation}
be the closed $\delta$-neighbourhood of $A$. Here $\text{dist}(x, A) := \inf\{|x - a| : a \in A\}$ is the distance between $x$ and $A$. According to the next lemma, using the notation of Lemma 2.2, for each Lebesgue measurable set $F \subset \mathbb{R}^d$, the Lebesgue measure of $F \cap W_x(A)$ is close to that of $W_x(A)$ for most points $x \in F$ provided that $A$ is a subset of a sufficiently small ball.

**Lemma 2.3.** Let $U \subset \mathbb{R}^d$, $r_0 > 0$, $y_0 \in \mathbb{R}^d$ and $W: U \times \mathbb{R}^d \to \mathbb{R}^d$ be as in Definition 2.1. Assume that $W_x(y_0) = x$ for all $x \in U$ and $F \subset U$ is Lebesgue measurable. Then, for every $\varepsilon > 0$, there is $\delta = \delta(F, \varepsilon) > 0$ such that, for all Lebesgue measurable sets $A \subset B(y_0, \delta)$, we have
\begin{equation}
\mathcal{L}\{x \in F : \mathcal{L}(F \cap W_x(A)) \geq (1 - \varepsilon)\mathcal{L}(W_x(A))\} \geq (1 - \varepsilon)\mathcal{L}(F).
\end{equation}

**Proof.** We start by proving that $x \mapsto \mathcal{L}(F \cap W_x(A))$ is a Borel map. Assume first that $F$ and $A$ are compact. Since $\mathcal{L}$ is a Radon measure, we have $\mathcal{L}(E) = \lim_{\delta \to 0} \mathcal{L}(\overline{V}_\delta(E))$ for all compact sets $E$. This, in turn, implies that the function $E \mapsto \mathcal{L}(E)$, defined for compact sets, is upper semi-continuous. Moreover, the fact that the map $E \mapsto E \cap A$ is upper semi-continuous for compact sets $A \subset \mathbb{R}^d$ (for the definition of upper semi-continuity in this context see [38, p. 200]) implies that the map $x \mapsto \mathcal{L}(F \cap W_x(A))$ is upper semi-continuous and, therefore, a Borel map.

Assume now that $F$ and $A$ are Lebesgue measurable. Since $\mathcal{L}$ is inner regular, that is, $\mathcal{L}(E) = \sup\{\mathcal{L}(C) : C \subset E, C \text{ is compact}\}$ for all Lebesgue measurable sets $E \subset \mathbb{R}^d$, we may choose increasing sequences $(F_i)_{i \in \mathbb{N}}$ and $(A_j)_{j \in \mathbb{N}}$ of compact sets such that $F_i \subset F$, $A_j \subset A$, $\lim_{i \to \infty} \mathcal{L}(F_i) = \mathcal{L}(F)$ and $\lim_{j \to \infty} \mathcal{L}(W_x(A_j)) = \mathcal{L}(W_x(A))$ for all $x \in U$. In particular,
\begin{equation}
\lim_{j \to \infty} \lim_{i \to \infty} \mathcal{L}(F_i \cap W_x(A_j)) = \mathcal{L}(F \cap W_x(A))
\end{equation}
for all $x \in U$ and, therefore, the map $x \mapsto \mathcal{L}(F \cap W_x(A))$ is Borel measurable. It follows that all the sets we encounter in the proof below are Lebesgue measurable.

First we prove (2.5) for compact sets $F$. Clearly, we may assume that $\mathcal{L}(F) > 0$. Note that (2.5) is equivalent to
\begin{equation}
\mathcal{L}\{x \in F : \mathcal{L}(F^c \cap W_x(A)) > \varepsilon\mathcal{L}(W_x(A))\} < \varepsilon\mathcal{L}(F),
\end{equation}
where the complement of a set $E$ is denoted by $E^c$. Now suppose that (2.6) is not true. Then there exists $\varepsilon > 0$ such that, for all $\delta > 0$, there is a measurable set
\( A \subset B(y_0, \delta) \) with \( \mathcal{L}(A) > 0 \) satisfying \( \mathcal{L}(\Lambda) \geq \varepsilon \mathcal{L}(F) \), where

\[
\Lambda := \{ x \in F : \mathcal{L}(F^c \cap W_x(A)) > \varepsilon \mathcal{L}(W_x(A)) \}.
\]

Suppose that \( z \in W_x(A) \). Since \( W_x(y_0) = x \) for all \( x \in U \), we have \( |z - x| \leq C_2 \delta =: \tilde{\delta} \).

Denoting the characteristic function of a set \( E \) by \( \chi_E \), we obtain by Fubini’s theorem that

\[
\int_{\Lambda} \mathcal{L}(F^c \cap W_x(A)) d\mathcal{L}(x) \leq \int_{F} \mathcal{L}(F^c \cap W_x(A)) d\mathcal{L}(x)
= \int \int \chi_F(x) \chi_{W_x(A)}(z) \chi_{F^c}(z) d\mathcal{L}(z) d\mathcal{L}(x)
= \int \int \chi_F(x) \chi_{W_x(A)}(z) \chi_{\mathcal{V}_{\tilde{\delta}}(F \setminus F)}(z) d\mathcal{L}(z) d\mathcal{L}(x)
= \int \int_{\mathcal{V}_{\tilde{\delta}}(F \setminus F)} \int_{F} \chi_{W_x(A)}(z) d\mathcal{L}(x) d\mathcal{L}(z).
\]

(2.7)

From Lemma 2.2 we deduce that \( z \in W_x(A) \) if and only if \( x \in X_z(A \cap V_z) \). Furthermore, \( \mathcal{L}(X_z(A \cap V_z)) \leq C^{2d} \mathcal{L}(A) \) by (2.2). Thus

\[
\int_{\Lambda} \mathcal{L}(F^c \cap W_x(A)) d\mathcal{L}(x) \leq C^{2d} \mathcal{L}(A) \mathcal{L}(\mathcal{V}_{\tilde{\delta}}(F \setminus F)).
\]

(2.8)

On the other hand, since \( W_x \) is a uniform diffeomorphism, \( \mathcal{L}(W_x(A)) \geq C^{-d} \mathcal{L}(A) \) for all \( x \in U \). Combining this with the definition of \( \Lambda \), inequality (2.8) and the fact that \( \mathcal{L}(\Lambda) \geq \varepsilon \mathcal{L}(F) \), we obtain

\[
\int_{\Lambda} \mathcal{L}(F^c \cap W_x(A)) d\mathcal{L}(x) \geq \varepsilon \int_{\Lambda} \mathcal{L}(W_x(A)) d\mathcal{L}(x)
= \varepsilon \int \int \chi_{W_x(A)}(z) d\mathcal{L}(z) d\mathcal{L}(x)
\geq \varepsilon \int \int \chi_{W_x(A)}(z) \chi_{F^c}(z) d\mathcal{L}(z) d\mathcal{L}(x)
\geq \varepsilon \mathcal{L}(A) \mathcal{L}(\Lambda) - \varepsilon \int \int \chi_{W_x(A)}(z) \chi_{F^c}(z) d\mathcal{L}(z) d\mathcal{L}(x)
\geq \varepsilon \mathcal{L}(A) \mathcal{L}(\Lambda) - \varepsilon \int \int \chi_{W_x(A)}(z) \chi_{F^c}(z) d\mathcal{L}(z) d\mathcal{L}(x)
\geq \varepsilon \mathcal{L}(A) (C^{-d} \varepsilon \mathcal{L}(F) - C^{2d} \mathcal{L}(\mathcal{V}_{\tilde{\delta}}(F \setminus F))\).
\]

(2.9)

Since \( F \) is compact, \( \mathcal{L}(F) = \lim_{\varepsilon \to \infty} \mathcal{L}(\mathcal{V}_{\varepsilon}(F)) \) and, therefore, for every \( \varepsilon > 0 \), there is \( \delta > 0 \) such that \( \mathcal{L}(\mathcal{V}_{\delta}(F \setminus F)) < \varepsilon \mathcal{L}(F) \). Hence, (2.9) contradicts (2.8), completing the proof of (2.5) for compact sets \( F \).
For a Lebesgue measurable set $F$, choose a compact set $K \subset F$ satisfying $\mathcal{L}(K) \geq (1 - \varepsilon)\mathcal{L}(F)$. Then

$$\mathcal{L}\left(\{x \in F : \mathcal{L}(F \cap W_x(A)) \geq (1 - \varepsilon)^2 \mathcal{L}(W_x(A))\}\right)$$

$$\geq \mathcal{L}\left(\{x \in K : \mathcal{L}(K \cap W_x(A)) \geq (1 - \varepsilon)\mathcal{L}(W_x(A))\}\right)$$

$$\geq (1 - \varepsilon)\mathcal{L}(K) \geq (1 - \varepsilon)^2 \mathcal{L}(F),$$

completing the proof of (2.5).

The last lemma of this section is a counterpart of Lemma 2.3 for energies of sets.

**Lemma 2.4.** Let $U \subset \mathbb{R}^d$, $r_0 > 0$, $y_0 \in \mathbb{R}^d$ and $W : U \times \mathbb{R}^d \to \mathbb{R}^d$ be as in Definition 2.1. Assume that $W_x(y_0) = x$ for all $x \in U$. Let $F_1, F_2 \subset U$ be bounded Lebesgue measurable sets and let $0 \leq t < d$. Then, for every $\varepsilon > 0$, there exists $\delta_1 = \delta_1(F_1, F_2, \varepsilon) > 0$ such that

$$\int\int_{F_1 \times F_2} \int\int_{W_{x_1}(A_1) \times W_{x_2}(A_2)} |u_1 - u_2|^{-t} d\mathcal{L}(u_1) d\mathcal{L}(u_2) d\mathcal{L}(x_1) d\mathcal{L}(x_2)$$

$$\leq (1 + \varepsilon)^t \int\int_{F_1 \times F_2} \mathcal{L}(W_{x_1}(A_1)) \mathcal{L}(W_{x_2}(A_2)) |x_1 - x_2|^t d\mathcal{L}(x_1) d\mathcal{L}(x_2),$$

provided that $A_1, A_2 \subset B(y_0, \delta_1)$ are Lebesgue measurable.

**Proof.** Clearly, we may assume that $\mathcal{L}(F_1) > 0$ and $\mathcal{L}(F_2) > 0$. Let $R > 1$ be such that $F_1, F_2 \subset B(0, R - 1)$. Then

$$0 < \int\int_{F_1 \times F_2} |u_1 - u_2|^{-t} d\mathcal{L}(u_1) d\mathcal{L}(u_2) \leq \int\int_{B(0,R) \times B(0,R)} |u_1 - u_2|^{-t} d\mathcal{L}(u_1) d\mathcal{L}(u_2) < \infty.$$

It follows that, for every $\tilde{\varepsilon} > 0$, there exists $\delta \in \mathbb{R}$ with $0 < \delta < 1$ such that

$$(2.10) \quad \int\int_{D(\delta)} |u_1 - u_2|^{-t} d\mathcal{L}(u_1) d\mathcal{L}(u_2) \leq \varepsilon \int\int_{F_1 \times F_2} |u_1 - u_2|^{-t} d\mathcal{L}(u_1) d\mathcal{L}(u_2),$$

where $D(\delta) := \{(u_1, u_2) \in B(0,R) \times B(0,R) : |u_1 - u_2| \leq \delta\}$. Consider $0 < \tilde{\varepsilon} < \frac{1}{2}$ and let $\delta > 0$ be such that (2.10) is valid. Defining $\delta_1 := \frac{1}{4}C^{-1}\tilde{\varepsilon}\delta$, gives $\text{diam}(W_x(B(y_0, \delta_1))) < \frac{1}{2}\tilde{\varepsilon}\delta$ for all $x \in U$.

Let $A_1$ and $A_2$ be Lebesgue measurable subsets of $B(y_0, \delta_1)$. Recall that $W_x(y_0) = x$ for all $x \in U$. Thus, if $u_i \in W_{x_i}(A_i)$ for $i = 1, 2$ and $|x_1 - x_2| > \frac{1}{2}\delta$, we have
\begin{equation}
|u_1 - u_2| > (1 - 2\tilde{\varepsilon})|x_1 - x_2| \text{ and, therefore,}
\end{equation}

\begin{equation}
(2.11) \int \mathcal{I}_{\{x_1, x_2 \in F_1 \times F_2 : |x_1 - x_2| > \frac{1}{2} \delta\}} \int \mathcal{L}(u_1) d\mathcal{L}(u_2) d\mathcal{L}(x_1) d\mathcal{L}(x_2) \leq (1 - 2\tilde{\varepsilon})^{-t} \int \mathcal{I}_{\{x_1, x_2 \in F_1 \times F_2 : |x_1 - x_2| > \frac{1}{2} \delta\}} |x_1 - x_2|^{-t} \times \mathcal{L}(W_{x_1}(A_1)) \mathcal{L}(W_{x_2}(A_2)) d\mathcal{L}(x_1) d\mathcal{L}(x_2) \leq (1 - 2\tilde{\varepsilon})^{-t} \int_{F_1 \times F_2} \mathcal{L}(W_{x_1}(A_1)) \mathcal{L}(W_{x_2}(A_2)) |x_1 - x_2|^{-t} d\mathcal{L}(x_1) d\mathcal{L}(x_2).
\end{equation}

To estimate the remaining part of the integral, we make the change of variables
\begin{equation}
u_i = W_{x_i}(\tilde{u}_i) = W(x_i, \tilde{u}_i) \text{ for } i = 1, 2. \text{ The Jacobians of these coordinate transformations are bounded from above by } C_\delta. \text{ By Fubini's theorem,}
\end{equation}

\begin{equation}
(2.12) \int_{A_1 \times A_2} \int_{\{x_1, x_2 \in F_1 \times F_2 : |x_1 - x_2| \leq \frac{1}{2} \delta\}} \int_{\mathcal{I}_{\{x_1, x_2 \in F_1 \times F_2 : |x_1 - x_2| \leq \frac{1}{2} \delta\}} |u_1 - u_2|^{-t} d\mathcal{L}(u_1) d\mathcal{L}(u_2) d\mathcal{L}(x_1) d\mathcal{L}(x_2) \leq C^{2d} \int_{A_1 \times A_2} \int_{\{x_1, x_2 \in F_1 \times F_2 : |x_1 - x_2| \leq \frac{1}{2} \delta\}} |W(x_1, \tilde{u}_1) - W(x_2, \tilde{u}_2)|^{-t} \times d\mathcal{L}(x_1) d\mathcal{L}(x_2) d\mathcal{L}(\tilde{u}_1) d\mathcal{L}(\tilde{u}_2) =: L.
\end{equation}

Recall that, by the choice of \(\delta_1\), we have \(|W(x_1, \tilde{u}_1) - W(x_2, \tilde{u}_2)| \leq \delta\) provided that \(|x_1 - x_2| \leq \frac{1}{2} \delta\). The fact that, for \(i = 1, 2\), we have \(|W(x_i, \tilde{u}_i) - W(x_i, y_0)| \leq C_\delta \delta_1 < 1\) for all \(x_i \in F_i\) and \(\tilde{u}_i \in A_i\) gives \(W(x_i, \tilde{u}_i) \in B(0, R)\). Making the change of variables \(\tilde{x}_i = W(x_i, \tilde{u}_i)\) for \(i = 1, 2\) and using the fact that the Jacobians are bounded by \(C^{d}\), inequality \((2.10)\) gives
\begin{equation}
L \leq C^{4d} \int_{A_1 \times A_2} \int_{D(\delta)} |\tilde{x}_1 - \tilde{x}_2|^{-t} d\mathcal{L}(\tilde{x}_1) d\mathcal{L}(\tilde{x}_2) d\mathcal{L}(\tilde{u}_1) d\mathcal{L}(\tilde{u}_2)
\end{equation}

\begin{equation}
(2.12) \int_{A_1 \times A_2} \int_{F_1 \times F_2} |\tilde{x}_1 - \tilde{x}_2|^{-t} d\mathcal{L}(\tilde{x}_1) d\mathcal{L}(\tilde{x}_2) \leq C^{4d} \tilde{\varepsilon} \int_{F_1 \times F_2} \mathcal{L}(W_{x_1}(A_1)) \mathcal{L}(W_{x_2}(A_2)) |\tilde{x}_1 - \tilde{x}_2|^{-t} d\mathcal{L}(\tilde{x}_1) d\mathcal{L}(\tilde{x}_2).
\end{equation}

Combining \((2.11)\) and \((2.12)\) gives the claim. \(\square\)

3. UPPER BOUND FOR HAUSDORFF DIMENSION

In this section, we prove claims (a) and (c) in Theorem 1.1. We begin with the following observation.
Proof of Theorem 1.1.(a). The inequality $\dim \left( \limsup_{n \to \infty} E_n \right) \leq \inf \left\{ t \geq 0 : \sum_{n=1}^{\infty} \mathcal{H}^t_{\infty}(E_n) < \infty \right\}$.

Proof. For $0 \leq s < \infty$ and $0 < \delta < \infty$, we denote by $\mathcal{H}^s$ and $\mathcal{H}^s_{\delta}$ the $s$-dimensional Hausdorff measure and $\delta$-measure, respectively. Let $t > 0$ with $\sum_{n=1}^{\infty} \mathcal{H}^t_{\infty}(E_n) < \infty$. For the purpose of proving the claim, it suffices to show that $\dim \left( \limsup_{n \to \infty} E_n \right) \leq t$. In what follows, we prove a slightly stronger result that $\mathcal{H}^t \left( \limsup_{n \to \infty} E_n \right) = 0$.

Let $\varepsilon > 0$ and let $N \in \mathbb{N}$ so that $\sum_{n=N}^{\infty} \mathcal{H}^t_{\infty}(E_n) < \frac{\varepsilon^t}{2}$. For every $n \geq N$ and $k \in \mathbb{N}$, we choose $U_{n,k} \subset \mathbb{R}^d$ such that $\bigcup_{k=1}^{\infty} U_{n,k} \supset E_n$ for all $n \geq N$ and $\sum_{n=N}^{\infty} \sum_{k=1}^{\infty} (\text{diam } U_{n,k})^t \leq \varepsilon^t$. Clearly, $\text{diam } U_{n,k} \leq \varepsilon$ and, therefore,

$$\mathcal{H}^t \left( \limsup_{n \to \infty} E_n \right) \leq \mathcal{H}^t \left( \bigcup_{n=N}^{\infty} E_n \right) \leq \sum_{n=N}^{\infty} \sum_{k=1}^{\infty} (\text{diam } U_{n,k})^t \leq \varepsilon^t.$$ As $\varepsilon$ can be arbitrarily small, we have $\mathcal{H}^t \left( \limsup_{n \to \infty} E_n \right) = 0$, which completes the proof. \hfill \square

Proof of Theorem 1.1.(a). The inequality $\dim \mathbf{E}(x, A) \leq t_0(A)$ follows directly from Lemma 3.1, using a simple observation that $\mathcal{H}^t_{\infty}(f(x, E)) \leq (C_u)^t \mathcal{H}^t_{\infty}(E)$ for all $x \in U$ and $E \subset V$, where $C_u$ is the constant appearing in (1.13).

The rest of this section is devoted to proving that $s_0(A) = t_0(A)$ under the assumptions of Theorem 1.1.(c), where $s_0(A)$ and $t_0(A)$ are as in (1.8) and (1.7), respectively. We start by proving that $s_0(A) \leq t_0(A)$.

Lemma 3.2. Let $E \subset \mathbb{R}^d$ be a Lebesgue measurable set. For all $t \geq 0$, we have $\mathcal{H}^t_{\infty}(E) \geq G_t(E)$. In particular, for every sequence $A := (A_n)_{n \in \mathbb{N}}$ of Lebesgue measurable subsets of $\mathbb{R}^d$, we have $s_0(A) \leq t_0(A)$.

Proof. We may assume that $\mathcal{L}(E) > 0$ and $\mathcal{H}^t_{\infty}(E) < \infty$. Let $\varepsilon > 0$. We choose disjoint Borel sets $E_n$, $n \in \mathbb{N}$, such that $\bigcup_{n=1}^{\infty} E_n \supset E$ and $\sum_{n=1}^{\infty} (\text{diam } E_n)^t < \mathcal{H}^t_{\infty}(E) + \varepsilon$. Notice that, for all $n \in \mathbb{N}$,

$$I_t(E \cap E_n) = \int \int_{(E \cap E_n) \times (E \cap E_n)} |x - y|^{-t} \, d\mathcal{L}(x) \, d\mathcal{L}(y) \geq (\text{diam } E_n)^{-t} \mathcal{L}(E \cap E_n)^2.$$ It follows that

$$I_t(E) \geq \sum_{n=1}^{\infty} I_t(E \cap E_n) \geq \sum_{n=1}^{\infty} (\text{diam } E_n)^{-t} \mathcal{L}(E \cap E_n)^2.$$ (3.1)
From (3.1) and Cauchy-Schwarz inequality, we obtain
\[
\left(\sum_{n=1}^{\infty} (\text{diam } E_n)^t \right) I_t(E) \geq \left(\sum_{n=1}^{\infty} (\text{diam } E_n)^t \right) \left(\sum_{n=1}^{\infty} \mathcal{L}(E \cap E_n)^2 \right)
\geq \left(\sum_{n=1}^{\infty} \mathcal{L}(E \cap E_n) \right)^2 = \mathcal{L}(E)^2,
\]
which implies that \(\sum_{n=1}^{\infty} (\text{diam } E_n)^t \geq g_t(E)\) (see (1.4)). Hence, \(\mathcal{H}_\infty^t(E) + \varepsilon > g_t(E)\). Letting \(\varepsilon\) tend to zero, gives \(\mathcal{H}_\infty^t(E) \geq g_t(E)\). As \(\mathcal{H}_\infty^t(E)\) is a monotone increasing function, we conclude that \(\mathcal{H}_\infty^t(E) \geq G_t(E)\). According to this inequality, we have \(s_0(A) \leq t_0(A)\) for every sequence \(A\) of Lebesgue measurable subsets of \(\mathbb{R}^d\). \(\square\)

**Remark 3.3.** The following extension of Lemma 3.2 can be proven with the same argument: if \(\mu\) is a finite Borel measure supported on \(E\) and \(t \geq 0\), we have
\[
\mathcal{H}_\infty^t(E) \geq \frac{\mu(E)^2}{\iint_{E \times E} |x - y|^{-t} d\mu(x)d\mu(y)}.
\]

We proceed by estimating \(\mathcal{H}_\infty^t(E)\) from above by means of \(G_t(E)\). Our estimate is based on a technical result stated in Proposition 3.8. In what follows, the restriction of a measure \(\mu\) to a set \(E \subset \mathbb{R}^d\) is denoted by \(\mu|_E\), that is, \(\mu|_E(F) := \mu(E \cap F)\) for all \(F \subset \mathbb{R}^d\). For a Radon measure \(\mu\) on \(\mathbb{R}^d\) and \(0 < s < d\), let
\[
I_s(\mu) := \iint |x - y|^{-s} d\mu(x)d\mu(y)
\]
be the \(s\)-energy of \(\mu\). Given a Borel set \(E \subset \mathbb{R}^d\), let \(\mathcal{P}(E)\) be the space of Borel probability measures supported on \(E\), and let \(E^+\) be the set of points in \(E\) having positive Lebesgue density, that is,
\[
E^+ := \{x \in E : \liminf_{r \to 0} \frac{\mathcal{L}(E \cap B(x, r))}{\mathcal{L}(B(x, r))} > 0\}.
\]
We denote by \(\overline{E}\) the closure of a set \(E \subset \mathbb{R}^d\), by \(\overline{B}(0, 1) \subset \mathbb{R}^d\) the closed unit ball centred at the origin and by \(\mathcal{C}(\overline{B}(0, 1))\) the family of continuous maps from \(\overline{B}(0, 1)\) to \(\mathbb{R}\).

We continue by verifying several elementary lemmas.

**Lemma 3.4.** Letting \(s > 0\), the mapping \(\eta \mapsto I_s(\eta)\) is lower semi-continuous on \(\mathcal{P}(\overline{B}(0, 1))\), when \(\mathcal{P}(\overline{B}(0, 1))\) is equipped with the weak-star topology.

**Proof.** The result is well known (see for example [40, (1.4.5)]) and follows from the fact that the mapping \((x, y) \mapsto |x - y|^{-s}\) is non-negative and lower semi-continuous on \(\mathbb{R}^d \times \mathbb{R}^d\). \(\square\)
Lemma 3.5. Let \( \eta \in \mathcal{P}(\overline{B}(0,1)) \). Suppose that \((F_n)_{n \in \mathbb{N}}\) is a sequence of Borel subsets of \( \overline{B}(0,1) \) satisfying \( \lim_{n \to \infty} \eta(F_n) = 1 \). Then \( \eta_n := \eta(F_n)^{-1}\eta|_{F_n} \) converges to \( \eta \) in the weak-star topology as \( n \) tends to infinity. Moreover, \( \lim_{n \to \infty} I_s(\eta_n) = I_s(\eta) \) for all \( s > 0 \).

Proof. Letting \( g \in C(\overline{B}(0,1)) \), we have that
\[
0 \leq \int |g - g\chi_{F_n}| \, d\eta \leq (1 - \eta(F_n)) \max_{x \in \overline{B}(0,1)} |g(x)|.
\]
From this it follows that
\[
\lim_{n \to \infty} \int g \, d\eta_n = \lim_{n \to \infty} \eta(F_n)^{-1} \int g\chi_{F_n} \, d\eta = \int g \, d\eta
\]
and, therefore, \( \eta_n \) converges to \( \eta \) in the weak-star topology.

Let \( s > 0 \). By Lemma 3.4, we have \( \liminf_{n \to \infty} I_s(\eta_n) \geq I_s(\eta) \). Notice that, for all \( n \in \mathbb{N} \),
\[
I_s(\eta_n) = \eta(F_n)^{-2} \int_{F_n \times F_n} |x - y|^{-s} \, d\eta(x)d\eta(y) \leq \eta(F_n)^{-2} I_s(\eta),
\]
which implies that \( \limsup_{n \to \infty} I_s(\eta_n) \leq I_s(\eta) \). Hence, \( \lim_{n \to \infty} I_s(\eta_n) = I_s(\eta) \), as desired. \( \square \)

For a Borel set \( F \subset \overline{B}(0,1) \) and \( s > 0 \), we recall the notation \( I_s(F) = I_s(\mathcal{L}|_{F}) \) from (1.5). For every \( k \in \mathbb{N} \), define
\[
Q_k := \{[0, 2^{-k}d) + \alpha : \alpha \in 2^{-k}\mathbb{Z}^d\}.
\]

Lemma 3.6. Let \( F \subset \overline{B}(0,1) \) be a Borel set, and let \( 0 < s < d \). Then, for every \( p \in \mathbb{R} \) with \( 0 < p \leq 1 \), there exists a Borel set \( F_1 \subset F \) so that \( \mathcal{L}(F_1) = p\mathcal{L}(F) \) and \( I_s(F_1) \leq 2p^2 I_s(F) \).

Proof. Let \( 0 < p \leq 1 \). Write \( \mu := \mathcal{L}|_{F} \) and choose a large integer \( \ell \in \mathbb{N} \) so that
\[
(1 + \frac{2\sqrt{d}}{\ell})^s < \frac{3}{2}.
\]
Since \( I_s(\mu) < \infty \), there is \( n \in \mathbb{N} \) such that
\[
\sum_{Q \in \mathcal{Q}_n} \int_{\dist(Q, Q') < 2^{-n}\ell} |x - y|^{-s} \, d\mu(x)d\mu(y) < \frac{1}{2}p^2 I_s(\mu).
\]
Here \( \dist(Q, Q') = \inf\{|x - y| : x \in Q \text{ and } y \in Q'\} \). For each \( Q \in \mathcal{Q}_n \), construct a Borel subset \( \tilde{Q} \) of \( \text{dist}(Q, Q') \) such that \( \mathcal{L}(\tilde{Q}) = p\mathcal{L}(Q \cap F) \). Defining \( F_1 := \bigcup_{Q \in \mathcal{Q}_n} \tilde{Q} \), we have \( F_1 \subset F \) and \( \mathcal{L}(F_1) = p\mathcal{L}(F) \). 17
We proceed by showing that $I_{s}(F_1) \leq 2p^2 I_{s}(F)$. Set $\eta := L|_{F_1}$. Since $F_1 \subset F$, inequality (3.4) gives
\[
\sum_{Q, Q' \in Q_n \atop \text{dist}(Q, Q') < 2^{-n} \ell} \int_{Q \times Q'} |x - y|^{-s} \, d\eta(x) \, d\eta(y) < \frac{1}{2} p^2 I_{s}(\mu).
\]
The proof will be complete, once we show that
\[
(3.5) \quad \sum_{Q, Q' \in Q_n \atop \text{dist}(Q, Q') \geq 2^{-n} \ell} \int_{Q \times Q'} |x - y|^{-s} \, d\eta(x) \, d\eta(y) \leq \frac{3}{2} p^2 I_{s}(\mu).
\]
Note that if $Q, Q' \in Q_n$ with $\text{dist}(Q, Q') \geq 2^{-n} \ell$, $x \in Q$ and $y \in Q'$, we obtain
\[
\text{dist}(Q, Q') \leq |x - y| \leq \text{dist}(Q, Q') + 2\sqrt{d} 2^{-n}
\]
and, therefore, by (3.3),
\[
\frac{3}{2} \text{dist}(Q, Q')^{-s} \leq |x - y|^{-s} \leq \text{dist}(Q, Q')^{-s}.
\]
This, in turn, implies that
\[
\int_{Q \times Q'} |x - y|^{-s} \, d\eta(x) \, d\eta(y) \leq \text{dist}(Q, Q')^{-s} \eta(Q) \eta(Q')
\]
\[
= p^2 \text{dist}(Q, Q')^{-s} \mu(Q) \mu(Q') \leq \frac{3}{2} p^2 \int_{Q \times Q'} |x - y|^{-s} \, d\mu(x) \, d\mu(y).
\]
Summing over $Q, Q' \in Q_n$ with $d(Q, Q') \geq 2^{-n} \ell$, we obtain (3.5) as desired. \qed

The following lemma is a special case of Proposition 3.8.

**Lemma 3.7.** Let $E \subset \overline{B}(0,1)$ be a Borel set with $\mathcal{L}(E) > 0$, and let $k, m \in \mathbb{N}$. Assume that $E_0 \subset E$ is a non-empty Borel set such that
\[
(3.6) \quad \frac{\mathcal{L}(E \cap B(x, r))}{\mathcal{L}(B(x, r))} > \frac{1}{k}
\]
for all $x \in E_0$ and $0 < r \leq 2^{-m}$. Let $0 < s < d$ and $\mu \in \mathcal{P}(E_0)$ with $I_{s}(\mu) < \infty$. Then there is a sequence $(F_n)_{n \in \mathbb{N}}$ of Borel subsets of $E$ with positive Lebesgue measure such that the sequence $\mu_n := \mathcal{L}(F_n)^{-1}\mathcal{L}|_{F_n}$, $n \in \mathbb{N}$, converges to $\mu$ in the weak-star topology as $n$ tends to infinity, and $\lim_{n \to \infty} I_{s}(\mu_n) = I_{s}(\mu)$.

**Proof.** We divide the proof into three steps.

**Step 1.** Construction of $(\mu_n)_{n \in \mathbb{N}}$. For all $n \in \mathbb{N}$, let
\[
\{x_{n,1}, \ldots, x_{n,p_n} : |x_{n,i} - x_{n,j}| \geq 2^{-n} \text{ for all } i \neq j\}
\]
be a subset of $E_0$ with maximal cardinality. Then
\[ E_0 \subset \bigcup_{i=1}^{p_n} B(x_{n,i}, 2^{-n}). \]
For $i = 1, \ldots, p_n$, we denote by $Q_{n,i}$ the set of points $y \in B(x_{n,i}, 2^{-n})$ for which $i$ is the smallest index such that $|y - x_{n,i}| = \min_{j=1,\ldots,p_n} |y - x_{n,j}|$. Then the sets $Q_{n,i}$, $i = 1, \ldots, p_n$, are pairwise disjoint Borel sets satisfying
\[ E_0 \subset \bigcup_{i=1}^{p_n} Q_{n,i} = \bigcup_{i=1}^{p_n} B(x_{n,i}, 2^{-n}) \]
and
\[ B(x_{n,i}, 2^{-n-1}) \subset Q_{n,i} \subset B(x_{n,i}, 2^{-n}) \] for all $i = 1, \ldots, p_n$.

For all $i = 1, \ldots, p_n$, define
\[ c_i := \frac{\mu(Q_{n,i})}{\mathcal{L}(E \cap B(x_{n,i}, 2^{-n-2}))} \]
and set $c := \max_{i=1,\ldots,p_n} c_i$. Lemma 3.6 implies that, for every $i = 1, \ldots, p_n$, we can construct a Borel set $F_{n,i}$ such that
\[ F_{n,i} \subset E \cap B(x_{n,i}, 2^{-n-2}), \]
\[ \mathcal{L}(F_{n,i}) = \frac{c}{z} \mathcal{L}(E \cap B(x_{n,i}, 2^{-n-2})) \] and
\[ I_s(F_{n,i}) \leq \frac{2z^2}{c^2} I_s (E \cap B(x_{n,i}, 2^{-n-2})). \]
By (3.10), the sets $F_{n,i}$, $i = 1, \ldots, p_n$, are pairwise disjoint and, moreover,
\[ \text{dist}(F_{n,i}, F_{n,j}) \geq 2^{-n-1} \text{ for } i \neq j. \]

We complete the construction in step 1 by setting
\[ F_n := \bigcup_{i=1}^{p_n} F_{n,i} \quad \text{and} \quad \mu_n := \mathcal{L}(F_n)^{-1} \mathcal{L}|_{F_n}. \]
Observe that $\mathcal{L}(F_n) > 0$ since $\mathcal{L}(B(x,r) \cap E) > 0$ for all $x \in E_0$ and $r > 0$.

**Step 2.** Convergence of $(\mu_n)_{n \in \mathbb{N}}$. By (3.9) and (3.11), we have $\mathcal{L}(F_{n,i}) = c^{-1} \mu(Q_{n,i})$ for all $i = 1, \ldots, p_n$. It follows that
\[ \mathcal{L}(F_n) = c^{-1} \] and
\[ \mu_n(Q_{n,i}) = \mu_n(F_{n,i}) = \mu(Q_{n,i}) \]
for all $i = 1, \ldots, p_n$. Let $F \subset \mathbb{R}^d$ be a compact set. From (3.15) and the fact that $\text{diam}(Q_{n,i}) \leq 2 \cdot 2^{-n}$ (see (3.8)), we conclude that, for all $\varepsilon > 0$, (recall (2.4))
\[ \limsup_{n \to \infty} \mu_n(F) \leq \limsup_{n \to \infty} \sum_{1 \leq i \leq p_n} \mu_n(Q_{n,i}) \leq \mu(\overline{V}_\varepsilon(F)). \]
Combining this with the fact that \( \mu(F) = \lim_{\varepsilon \to 0} \mu(\overline{V}_\varepsilon(F)) \), leads to the conclusion \( \limsup_{n \to \infty} \mu_n(F) \leq \mu(F) \). The weak-star convergence now follows from the Portmanteau theorem [38, Theorem 17.20].

**Step 3. Convergence of \((I_s(\mu_n))_{n \in \mathbb{N}}\).** Since the sequence \((\mu_n)_{n \in \mathbb{N}}\) converges to \(\mu\) in the weak-star topology, Lemma 3.4 gives \(\liminf_{n \to \infty} I_s(\mu_n) \geq I_s(\mu)\). Hence, for the purpose of proving that \(\lim_{n \to \infty} I_s(\mu_n) = I_s(\mu)\), it suffices to show that, for every \(\varepsilon > 0\), there exists \(N \in \mathbb{N}\) such that

\[
I_s(\mu_n) \leq (1 + \varepsilon)I_s(\mu)
\]

for all \(n \geq N\). Let \(\varepsilon > 0\) and select \(\ell \in \mathbb{N}\) such that

\[
(1 + \frac{4}{\ell})^s < 1 + \frac{\varepsilon}{2}.
\]

Moreover, choose a large integer \(N \geq m\) such that, for all \(n \geq N\),

\[
\iint_{\{(x,y) : |x-y| \leq 2^{-n}(\ell+8)\}} |x - y|^{-s} d\mu(x)d\mu(y) < \frac{\varepsilon}{4L} I_s(\mu),
\]

where

\[
L := \max \{2^s(\ell + 8)^s, 2k^2I_s(B(0,1))\mathcal{L}(B(0,1))^{-2s} \}.
\]

Let \(n \geq N\) and set \(D_n := \{Q_{n,i} : i = 1, \ldots, p_n\}\). Notice that if \(Q, Q' \in D_n\) with \(\text{dist}(Q, Q') \geq 2^{-n}\ell, x \in Q\) and \(y \in Q'\), we have, by (3.8), that

\[
\text{dist}(Q, Q') \leq |x - y| \leq \text{dist}(Q, Q') + 4 \cdot 2^{-n}
\]

and, therefore, by (3.17),

\[
(1 + \frac{\varepsilon}{2})^{-1} \text{dist}(Q, Q')^{-s} \leq |x - y|^{-s} \leq \text{dist}(Q, Q')^{-s}.
\]

Combining this with (3.15), we conclude that

\[
\iint_{Q \times Q'} |x - y|^{-s} d\mu_n(x)d\mu_n(y) \leq \text{dist}(Q, Q')^{-s} \mu_n(Q) \mu_n(Q')
\]

\[
= \text{dist}(Q, Q')^{-s} \mu(Q) \mu(Q') \leq (1 + \frac{\varepsilon}{2}) \iint_{Q \times Q'} |x - y|^{-s} d\mu(x)d\mu(y).
\]

Summing over \(Q, Q' \in D_n\) with \(\text{dist}(Q, Q') \geq 2^{-n}\ell\), we obtain that

\[
\sum_{Q, Q' \in D_n \atop \text{dist}(Q, Q') \geq 2^{-n}\ell} \iint_{Q \times Q'} |x - y|^{-s} d\mu_n(x)d\mu_n(y) \leq (1 + \frac{\varepsilon}{2}) I_s(\mu).
\]

To complete the proof of (3.16), it is sufficient to verify that

\[
\sum_{Q, Q' \in D_n \atop \text{dist}(Q, Q') < 2^{-n}\ell} \iint_{Q \times Q'} |x - y|^{-s} d\mu_n(x)d\mu_n(y) \leq \frac{\varepsilon}{2} I_s(\mu).
\]
Since $\mu_n$ is supported on $F_n = \bigcup_{i=1}^{p_n} F_{n,i}$, the left-hand side of (3.19) is bounded above by
\[
\sum_{1 \leq i,j \leq p_n} \int_{F_{n,i} \times F_{n,j}} |x - y|^{-s} \, d\mu_n(x) \, d\mu_n(y) =: (I) + (II),
\]
where
\[
(I) := \sum_{1 \leq i,j \leq p_n; \ i \neq j} \int_{F_{n,i} \times F_{n,j}} |x - y|^{-s} \, d\mu_n(x) \, d\mu_n(y) \quad \text{and} \quad (II) := \sum_{1 \leq i \leq p_n} \int_{F_{n,i} \times F_{n,i}} |x - y|^{-s} \, d\mu_n(x) \, d\mu_n(y).
\]

We proceed by estimating (I) and (II) separately. First we obtain
\[
(I) \leq \sum_{1 \leq i,j \leq p_n; \ i \neq j} 2^{(n+1)s} \mu_n(F_{n,i}) \mu_n(F_{n,j}) \quad \text{(by (3.13))}
\]
\[
= \sum_{1 \leq i,j \leq p_n; \ i \neq j} 2^{(n+1)s} \mu(Q_{n,i}) \mu(Q_{n,j}) \quad \text{(by (3.15))}
\]
\[
\leq \sum_{Q,Q' \in D_n} 2^{(n+1)s} \mu(Q) \mu(Q') \quad \text{(by (3.15))}
\]
\[
\leq \sum_{Q,Q' \in D_n; \ dist(Q,Q') < 2^{-n}(\ell+4)} 2^s(\ell + 8)^s \int_{Q \times Q'} |x - y|^{-s} \, d\mu(x) \, d\mu(y) \quad \text{(by (3.8))}
\]
\[
\leq 2^s(\ell + 8)^s \int_{\{x,y\} : |x - y| \leq 2^{-n}(\ell + 8)} |x - y|^{-s} \, d\mu(x) \, d\mu(y)
\]
\[
\leq \frac{1}{2} I_s(\mu). \quad \text{(by (3.18))}
\]

Set $\alpha := \mathcal{L}(B(0,1))$ and $\beta := I_s(B(0,1))$. Using the change of variables $\tilde{x} = rx$, it is straightforward to see that
\[
(3.20) \quad I_s(B(x,r)) = \mathcal{L}(B(x,r))^2 \alpha^{-2r^{-s}} \beta
\]
for all \( x \in \mathbb{R}^d \) and all \( r > 0 \). Therefore,

\[
(II) = \sum_{1 \leq i \leq p_n} c^2 I_s(F_{n,i}) \quad \text{(by (3.14))}
\]

\[
\leq \sum_{1 \leq i \leq p_n} 2c^2 I_s \left( E \cap B(x_{n,i}, 2^{-n-2}) \right) \quad \text{(by (3.12))}
\]

\[
= \sum_{1 \leq i \leq p_n} 2\mu(Q_{n,i})^2 I_s \left( E \cap B(x_{n,i}, 2^{-n-2}) \right)^2 \quad \text{(by (3.9))}
\]

\[
\leq \sum_{1 \leq i \leq p_n} (2k^2 \alpha^{-2} \beta s^2) \mu(Q_{n,i})^2 2^{(n-1)s} \quad \text{(by (3.20) and (3.6))}
\]

\[
\leq (2k^2 \alpha^{-2} \beta s^2) \sum_{1 \leq i \leq p_n} \int\int_{Q_{n,i} \times Q_{n,i}} |x - y|^{-s} \, d\mu(x) d\mu(y) \quad \text{(by (3.8))}
\]

\[
\leq (2k^2 \alpha^{-2} \beta s^2) \int\int \{ (x,y) : |x - y| \leq 2^{2-n} \} |x - y|^{-s} \, d\mu(x) d\mu(y)
\]

\[
\leq \frac{\varepsilon}{2} I_s(\mu). \quad \text{(by (3.18))}
\]

We conclude that \((I) + (II) \leq \frac{\varepsilon}{2} I_s(\mu)\), from which (3.19) follows. This completes the proof of Lemma 3.7.

Now we are ready to state the main technical result of this section.

**Proposition 3.8.** Let \( E \subset \mathbb{R}^d \) be a bounded Borel set with \( \mathcal{L}(E) > 0 \), and let \( 0 < s < d \). Assume that \( \mu \in \mathcal{P}(E^+) \) with \( I_s(\mu) < \infty \). Then there is a sequence \((F_n)_{n \in \mathbb{N}}\) of Borel subsets of \( E^+ \) with positive Lebesgue measure such that the sequence \( \mu_n := \mathcal{L}(F_n)^{-1}\mathcal{L}|_{F_n} \), \( n \in \mathbb{N} \), converges to \( \mu \) in the weak-star topology as \( n \) tends to infinity, and \( \lim_{n \to \infty} I_s(\mu_n) = I_s(\mu) \).

**Proof.** Without loss of generality, we may assume that \( E \subset \overline{B}(0,1) \). For every \( k, m \in \mathbb{N} \), define

\[
E_{k,m} := \{ x \in E : \frac{\mathcal{L}(E \cap B(x,r))}{\mathcal{L}(B(x,r))} > \frac{1}{k} \text{ for all } 0 < r \leq 2^{-m} \},
\]

and set \( E_k := \bigcup_{m=1}^{\infty} E_{k,m} \). Then \( E_{k,m} \uparrow E_k \) as \( m \) tends to infinity and, moreover, \( E_k \uparrow E^+ \) as \( k \) tends to infinity. Choose sufficiently large \( k_0 \in \mathbb{N} \) such that \( \mu(E_{k_0}) > 0 \).

For every integer \( k \geq k_0 \), pick \( m_k \in \mathbb{N} \) such that

\[
\mu(E_{k,m_k}) \geq (1 - \frac{1}{k}) \mu(E_k).
\]

Since \( E_k \uparrow E^+ \) as \( k \) tends to infinity and \( \mu \) is supported on \( E^+ \), we have

\[
\lim_{k \to \infty} \mu(E_{k,m_k}) = 1.
\]
Set $\eta_k := \mu(E_{k,m_k})^{-1}\mu|_{E_{k,m_k}}$ for all $k \geq k_0$. From Lemma 3.5, we obtain

\begin{equation}
\lim_{k \to \infty} \eta_k = \mu \quad \text{and} \quad \lim_{k \to \infty} I_s(\eta_k) = I_s(\mu).
\end{equation}

Let $k \geq k_0$. Replacing in Lemma 3.7 the sets $E$ and $E_0$ by $E^+$ and $E_{k,m_k}$, respectively, implies the existence of a sequence $(F_{k,i})_{i \in \mathbb{N}}$ of Borel subsets of $E^+$ such that

\[ \lim_{i \to \infty} \mathcal{L}(F_{k,i})^{-1}\mathcal{L}|_{F_{k,i}} = \eta_k \quad \text{and} \quad \lim_{i \to \infty} I_s(\mathcal{L}(F_{k,i})^{-1}\mathcal{L}|_{F_{k,i}}) = I_s(\eta_k). \]

Combining this with (3.21), we see that there exists a sequence $(i_k)_{k \in \mathbb{N}}$ of natural numbers such that

\[ \lim_{k \to \infty} \mathcal{L}(F_{k,i_k})^{-1}\mathcal{L}|_{F_{k,i_k}} = \mu \quad \text{and} \quad \lim_{k \to \infty} I_s(\mathcal{L}(F_{k,i_k})^{-1}\mathcal{L}|_{F_{k,i_k}}) = I_s(\mu). \]

This completes the proof of Proposition 3.8. \hfill $\square$

Next lemma states that every Lebesgue measurable set with positive Lebesgue density is contained in a Borel set with positive Lebesgue density having the same Hausdorff content as the original set.

**Lemma 3.9.** Let $R > 0$ and $s > 0$. Assume that $E \subset B(0,R)$ is a Lebesgue measurable subset of $\mathbb{R}^d$. Then there exists a Borel set $X \subset B(0,R)$ such that $E \subset X$, $\mathcal{L}(X \setminus E) = 0$ and $\mathcal{H}^s_\infty(E) = \mathcal{H}^s_\infty(X)$. Furthermore, under the additional assumption $E^+ = E$, we may choose $X$ so that $X^+ = X$.

**Proof.** The definition of $\mathcal{H}^s_\infty(\cdot)$ implies that, for every $n \in \mathbb{N}$, there exists a sequence $(F_{n,i})_{i \in \mathbb{N}}$ of Borel sets satisfying $E \subset \bigcup_{i=1}^\infty F_{n,i}$ and $\sum_{i=1}^\infty (\text{diam } F_{n,i})^s < \mathcal{H}^s_\infty(E) + \frac{1}{n}$. Defining $F := \bigcap_{n=1}^\infty \bigcup_{i=1}^\infty F_{n,i}$, it is clear that $F$ is Borel measurable, $E \subset F$ and $\mathcal{H}^s_\infty(F) = \mathcal{H}^s_\infty(E)$. Moreover, there exists a Borel set $A \subset B(0,R)$ such that $E \subset A$ and $\mathcal{L}(A) = \mathcal{L}(E)$. Setting $X := F \cap A$, it is easy to see that $X$ fulfills all the desired properties.

If $E^+ = E$, the above construction may lead to the situation where $X^+ \neq X$. However, we have $E \subset X^+ \subset X$ and, therefore, $\mathcal{H}^s_\infty(X^+) = \mathcal{H}^s_\infty(E) = \mathcal{H}^s_\infty(X)$ and $\mathcal{L}(X^+) = \mathcal{L}(E) = \mathcal{L}(X)$. Note that $(X^+)^+ = X^+$. (Indeed, $(A^+)^+ = A^+$ for all Lebesgue measurable sets $A \subset \mathbb{R}^d$ since $\mathcal{L}(A^+) = \mathcal{L}(A)$.) Since $X$ is a Borel set, so is $X^+$. We complete the proof by deducing that the set $Y := X^+$ has the following properties: $Y \subset B(0,R)$ is a Borel set, $Y^+ = Y$, $E \subset Y$, $\mathcal{L}(Y \setminus E) = 0$ and $\mathcal{H}^s_\infty(Y) = \mathcal{H}^s_\infty(E)$. \hfill $\square$

The next lemma may be regarded as a complementary result to Lemma 3.2.
Lemma 3.10. Let $0 < t < s < d$ and $R > 0$. Then there exists a positive constant $C = C(s, t, d, R)$ such that, for all Lebesgue measurable sets $E \subset B(0, R)$ with $E^+ = E$, we have

$$\mathcal{H}^s_{\infty}(E) \leq CG_t(E).$$

Proof. We may assume that $E \neq \emptyset$. Since $E^+ = E \neq \emptyset$, we have $\mathcal{L}(E) > 0$ and, therefore, $\mathcal{H}^s_{\infty}(E) > 0$.

We first assume that $E$ is Borel measurable. By Frostman’s lemma [45, Theorem 8.8], there exists a Radon measure $\mu$ supported on $E$ such that $\mu(B(x, r)) \leq r^s$ for all $x \in \mathbb{R}^d$ and $r > 0$ and, moreover, $\mu(E) = c\mathcal{H}^s_{\infty}(E)$, where $c$ is a constant depending only on $d$. Next we make a standard calculation in a slightly complicated looking fashion since that will be useful for later purposes (see Section 8). Let $h(r) := r^t$ and $\tilde{h}(r) := r^s$ for all $r \geq 0$. Set $\delta := \frac{s}{t} - 1$ and $a := \mu(E)^{-\frac{1}{1+\delta}}$. Then $\tilde{h}(r) \leq h(r)^{1+\delta}$ for all $r > 0$. By [45, Theorem 1.15], we have for some constant $c_1$ depending on $t$ and $s$ that

$$0 < I_t(\mu) = \int \int \mu(\{y \in \mathbb{R}^d : \frac{1}{h(|x - y|)} \geq u\}) \, du \, d\mu(x)$$

$$\leq \int \int \min\{\mu(E), \mu(B(x, h^{-1}(u^{-1})))\} \, du \, d\mu(x)$$

$$\leq \int \left( \int_0^a \mu(E) \, du + \int_a^\infty \tilde{h}(h^{-1}(u^{-1})) \, du \right) \, d\mu(x)$$

$$\leq \int (\mu(E)^{1+\frac{1}{1+\delta}} + \int_a^\infty u^{-1-\delta} \, du) \, d\mu(x)$$

$$\leq c_1\mu(E)^{1+\frac{1}{1+\delta}} \leq c_1(c\mathcal{H}^s_{\infty}(B(0, R)))^{1-\frac{1}{s}}\mu(E).$$

Thus $0 < I_t(\mu) \leq \hat{c}\mu(E) < \infty$, where $\hat{c}$ is a constant depending only on $t$, $s$ and $R$.

Applying Proposition 3.8 to $E$, we find a sequence $(\mu_k)_{k \in \mathbb{N}}$ of measures such that $\mu_k = \mu(E)\mathcal{L}(E_k)^{-1}\mathcal{L}_{E_k}$ and $\lim_{k \to \infty} I_t(\mu_k) = I_t(\mu)$. Here each $E_k$ is a Borel measurable subset of $E$ with $0 < \mathcal{L}(E_k) < \infty$. For all sufficiently large $k \in \mathbb{N}$, we obtain

$$\frac{\mu(E)^2}{\mathcal{L}(E_k)^2} I_t(E_k) = I_t(\mu_k) \leq 2I_t(\mu) \leq 2\hat{c}\mu(E),$$

giving

$$\mathcal{H}^s_{\infty}(E) = c^{-1}\mu(E) \leq 2\hat{c}c^{-1}\frac{\mathcal{L}(E_k)^2}{I_t(E_k)} \leq 2\hat{c}c^{-1}G_t(E)$$

by (1.9). Choosing $C := 2\hat{c}c^{-1}$, completes the proof for Borel sets $E$.

The general case of $E$ being Lebesgue measurable may be reduced to the above setting in the following manner. By Lemma 3.9, there exists a Borel set $X \subset B(0, R)$
so that $X^+ = X$, $E \subset X$, $\mathcal{H}_\infty^s(X) = \mathcal{H}_\infty^s(E)$ and $\mathcal{L}(X \setminus E) = 0$. Since $E \subset X$ and $\mathcal{L}(X \setminus E) = 0$, we have $G_t(X) = G_t(E)$. The above established inequality $\mathcal{H}_\infty^s(X) \leq CG_t(X)$ implies that $\mathcal{H}_\infty^s(E) \leq CG_t(E)$. □

Now we are ready to prove Theorem 1.1.(c).

**Proof of Theorem 1.1.(c).** Choose $R > 0$ such that $\Delta \subset B(0, R)$. Recalling (1.7) and (1.8), the statement follows directly from Lemmas 3.2 and 3.10. □

### 4. Minimal regular energy

In this section, we introduce a new concept of minimal regular energy and study basic properties of it. We also explain how it can be used to estimate dimensions of random covering sets. The main results are Proposition 4.5 and Lemma 4.7, which are needed in our proof of Theorem 1.1.(b).

For $E \subset \mathbb{R}^d$, set

$$P_0(E) := \{ \mu \in \mathcal{P}(E) : \mu = \sum_{i=1}^k c_i \mathcal{L}_{|_E} E_i, \, k \in \mathbb{N}, \, c_i > 0 \text{ and } E_i \subset E \text{ are Borel sets} \}.$$ 

Recall from Section 3 that $\mathcal{P}(E)$ is the space of Borel probability measures supported on $E$. For $E \subset \mathbb{R}^d$ and $0 < s < d$, define

$$\Gamma_s(E) := \begin{cases} \inf \{ I_s(\mu) : \mu \in P_0(E) \}, & \text{if } \mathcal{L}(E) > 0, \\ \infty, & \text{if } \mathcal{L}(E) = 0. \end{cases}$$

The quantity $\Gamma_s(E)$ is called the minimal regular $s$-energy of $E$.

**Lemma 4.1.** Let $E \in \mathcal{B}(\mathbb{R}^d)$ and $0 < s < d$. Then the following properties hold:

(i) If $F \subset E$ is a Borel set, then $\Gamma_s(E) \leq \Gamma_s(F)$.

(ii) If $\mathcal{L}(E) > 0$, then $\Gamma_s(E) < \infty$.

(iii) If $E$ is bounded, then $\Gamma_s(E) > 0$.

(iv) For every $\varepsilon > 0$, there exists $\delta = \delta(E, \varepsilon) > 0$ such that

$$\Gamma_s(F) \leq \Gamma_s(E) + \varepsilon$$

provided that $F \in \mathcal{B}(\mathbb{R}^d)$ and $\mathcal{L}(E \setminus F) < \delta$.

(v) Let $(E_n)_{n \in \mathbb{N}}$ be a sequence of Borel subsets of $E$. Supposing that $\mathcal{L}(E) < \infty$, we have

$$\Gamma_s \left( \bigcup_{i=1}^{\infty} E_i \right) = \lim_{n \to \infty} \Gamma_s \left( \bigcup_{i=1}^{n} E_i \right) = \inf_{n \in \mathbb{N}} \Gamma_s \left( \bigcup_{i=1}^{25} E_i \right).$$
Proof. The statement (i) is obvious. To verify (ii), choose a compact set $F \subset E$ with $\mathcal{L}(F) > 0$ (recall that $\mathcal{L}$ is inner regular), and set $\mu := \mathcal{L}(F)^{-1} \mathcal{L}_F$. Clearly, $\mu \in \mathcal{P}_0(E)$. Since $0 < s < d$, we have

$$I_s(\mu) = \mathcal{L}(F)^{-2} \int_{F \times F} |x - y|^{-s} \, d\mathcal{L}(x) d\mathcal{L}(y) \leq \mathcal{L}(F)^{-2} \int_{B(0,R) \times B(0,R)} |x - y|^{-s} \, d\mathcal{L}(x) d\mathcal{L}(y) < \infty,$$

where $R > 0$ is sufficiently large so that $F \subset B(0,R)$. Hence $\Gamma_s(E) < \infty$.

For the purpose of proving (iii), suppose on the contrary that $\Gamma_s(E) = 0$. Then there exists a sequence $(\mu_n)_{n \in \mathbb{N}}$ such that $\mu_n \in \mathcal{P}_0(E)$ and $\lim_{n \to \infty} I_s(\mu_n) = 0$. Since $E$ is bounded, the sequence $(\mu_n)_{n \in \mathbb{N}}$ has at least one accumulation point, say $\mu$, in the weak-star topology. By Lemma 3.4, $I_s(\cdot)$ is lower semi-continuous and, therefore, $I_s(\mu) = 0$, leading to a contradiction since $\mu$ is a Borel probability measure. This completes the proof of (iii).

Next we verify (iv). We may assume that $\mathcal{L}(E) > 0$. Then $\Gamma_s(E) < \infty$ by (ii). Let $\varepsilon > 0$. By the definition of $\Gamma_s(\cdot)$, there exists $\mu = \sum_{i=1}^k c_i \mathcal{L}|_{E_i} \in \mathcal{P}_0(E)$ such that $I_s(\mu) \leq \Gamma_s(E) + \frac{\varepsilon}{2}$, where $E_i \subset E$ and $\mathcal{L}(E_i) > 0$ for all $i = 1, \ldots, k$. Define $\delta_1 := \min\{\mathcal{L}(E_i) : i = 1, \ldots, k\}$,

$$\gamma := \sqrt{\frac{\Gamma_s(E) + \frac{\varepsilon}{2}}{\Gamma_s(E) + \varepsilon}} \quad \text{and} \quad \delta := (1 - \gamma)\delta_1.$$

Let $F \in B(\mathbb{R}^d)$ with $\mathcal{L}(E \setminus F) < \delta$. We proceed by showing that $\Gamma_s(F) \leq \Gamma_s(E) + \varepsilon$.

First notice that, for all $i = 1, \ldots, k$,

$$\begin{align*}
\mathcal{L}(E_i \cap F) &\geq \mathcal{L}(E_i \cap E) - \mathcal{L}(E \setminus F) = \mathcal{L}(E_i) - \mathcal{L}(E \setminus F) \\
&\geq \mathcal{L}(E_i) - \delta \geq \gamma \mathcal{L}(E_i).
\end{align*}$$

Letting $0 < \rho < 1$, by the inner regularity of $\mathcal{L}$, there is a compact set $\tilde{E}_i \subset E_i \cap F$ such that $\mathcal{L}(\tilde{E}_i) \geq \rho \mathcal{L}(E_i \cap F)$ for all $i = 1, \ldots, k$. Setting

$$\mu_F := \frac{1}{c_F} \sum_{i=1}^k c_i \mathcal{L}|_{\tilde{E}_i},$$

where $c_F := \sum_{i=1}^k c_i \mathcal{L}(\tilde{E}_i) > 0$, the measure $\mu_F$ is supported on $F$ and, therefore, $\mu_F \in \mathcal{P}_0(F)$. Using the fact that $E_i \subset E$ for all $i = 1, \ldots, k$, we deduce that

$$\mathcal{L}(\tilde{E}_i) \geq \rho \mathcal{L}(E_i \cap F) > \rho \gamma \mathcal{L}(E_i).$$

Thus, $c_F \geq \sum_{i=1}^k c_i \rho \gamma \mathcal{L}(E_i)$ and

$$I_s(\mu_F) \leq (c_F)^2 I_s(\mu) \leq \rho^2 \gamma^{-2}(\Gamma_s(E) + \frac{\varepsilon}{2}) = \rho^{-2}(\Gamma_s(E) + \varepsilon).$$
Hence $\Gamma_s(F) \leq \varrho^{-2}(\Gamma_s(E) + \varepsilon)$. Letting $\varrho$ tend to $1$, gives $\Gamma_s(F) \leq \Gamma_s(E) + \varepsilon$. This completes the proof of (iv).

Finally, (v) follows from (i), (iv) and the fact that

$$\lim_{n \to \infty} \mathcal{L}\left(\bigcup_{i=1}^{\infty} E_i \setminus \bigcup_{j=1}^{n} E_j\right) = 0.$$ 

We proceed by giving an equivalent definition of $\Gamma_s(A)$ although we will not apply it in this paper. We use the notation $\mu\ll\nu$ to indicate that the measure $\mu$ is absolutely continuous with respect to the measure $\nu$.

**Lemma 4.2.** Let $E \subset \mathbb{R}^d$. With convention $\inf \emptyset = \infty$, we have

$$\Gamma_s(E) = \inf \{ I_s(\mu) : \mu \in \mathcal{P}(E) \text{ with } \mu \ll \mathcal{L} \}.$$ 

**Proof.** It is sufficient to show that, for every $\mu \in \mathcal{P}(E)$ with $\mu \ll \mathcal{L}$ and for every $\varepsilon > 0$, there exists $\eta \in \mathcal{P}_0(E)$ such that

$$I_s(\eta) \leq I_s(\mu) + \varepsilon.$$

To prove the above fact, we denote by $h = \frac{d\mu}{d\mathcal{L}}$ the Radon-Nikodym derivative of $\mu$ with respect to $\mathcal{L}$. Approximating $h$ by step functions, we see that, for every $\delta > 0$, there exists a step function $g = \sum_{i=1}^{k} a_i \chi_{E_i}$, where $a_i > 0$, $E_i$ is a Borel set and $E_i \subset E$ for all $i = 1, \ldots, k$, so that

(4.1) $$I_s(\mu) - \iint |x - y|^{-s}g(x)g(y) \, d\mathcal{L}(x)d\mathcal{L}(y) < \frac{\varepsilon}{2}$$

and

(4.2) $$\left| \int h(x) \, d\mathcal{L}(x) - \int g(x) \, d\mathcal{L}(x) \right| < \delta.$$ 

Let $u := \sum_{i=1}^{k} a_i \mathcal{L}(E_i)$. Then $u > 1 - \delta$ by (4.2). Defining $\eta := \frac{1}{u} \sum_{i=1}^{k} a_i \mathcal{L}|_{E_i}$, implies that $\eta \in \mathcal{P}_0(E)$. Using (4.1), we get for a small enough $\delta$ that

$$I_s(\eta) = u^{-2} \iint |x - y|^{-s}g(x)g(y) \, d\mathcal{L}(x)d\mathcal{L}(y)$$

$$\leq (1 - \delta)^{-2}(I_s(\mu) + \frac{\varepsilon}{2})$$

$$\leq I_s(\mu) + \varepsilon.$$ 

This completes the proof of the lemma. \qed

**Lemma 4.3.** Let $(E_n)_{n \in \mathbb{N}}$ be a decreasing sequence of compact subsets of $\mathbb{R}^d$, and let $0 < s < d$. Assume that there exists $c > 0$ such that $\Gamma_s(E_n) < c$ for all $n \in \mathbb{N}$. Then $\mathcal{H}_s^\infty(\bigcap_{n=1}^{\infty} E_n) \geq c^{-1}$. In particular, $\dim_{\mathcal{H}}(\bigcap_{n=1}^{\infty} E_n) \geq s.$
Proof. According to the definition of $\Gamma_s(\cdot)$, for every $n \in \mathbb{N}$, there exists $\mu_n \in \mathcal{P}_0(E_n)$ so that $I_s(\mu_n) < c$. Let $\mu$ be an accumulation point of the sequence $(\mu_n)_{n \in \mathbb{N}}$ in the weak-star topology. Then $\mu$ is supported on $\bigcap_{n=1}^{\infty} E_n$ and, furthermore, $I_s(\mu) \leq c$ by lower semi-continuity of $I_s(\cdot)$ (see Lemma 3.4). The conclusion follows from Remark 3.3. □

In the remaining part of this section, we assume that $U \subset \mathbb{R}^d$ is open and $(A_n(x))_{n \in \mathbb{N}}$ is a sequence of $\mathcal{B}(\mathbb{R}^d)$-valued functions defined on $U$ such that

(C-1) $\mathcal{L}(A_n(x)) < \infty$ for all $x \in U$ and $n \in \mathbb{N}$, and

(C-2) $\lim_{y \to x} \mathcal{L}((A_n(x) \setminus A_n(y)) \cup (A_n(y) \setminus A_n(x))) = 0$ for all $x \in U$ and $n \in \mathbb{N}$.

Let $U^N := \prod_{i=1}^{\infty} U$ be endowed with the product topology. Consider $\eta \in \mathcal{P}(U)$ and set $\mathcal{P} := \prod_{i=1}^{\infty} \eta$.

Lemma 4.4. Let $E \in \mathcal{B}(\mathbb{R}^d)$ with $\mathcal{L}(E) < \infty$. Then, for all $n \in \mathbb{N}$, the mapping

$$(x_i)_{i=1}^{n} \mapsto \Gamma_s\left(E \cap \bigcup_{i=1}^{n} A_i(x_i)\right)$$

is upper semi-continuous on $U^n := \prod_{i=1}^{n} U$. Moreover, the mapping

$$x := (x_i)_{i=1}^{\infty} \mapsto \Gamma_s\left(E \cap \bigcup_{i=1}^{\infty} A_i(x_i)\right)$$

is Borel measurable on $U^N$.

Proof. Let $x \in U^N$ and $n \in \mathbb{N}$. By (C-2), $\mathcal{L}\left(\bigcup_{i=1}^{n} A_i(x_i) \setminus \bigcup_{j=1}^{n} A_j(y_j)\right)$ is close to 0 when $(y_j)_{j=1}^{n} \in U^n$ is close to $(x_i)_{i=1}^{n}$. Applying Lemma 4.1.(iv), we obtain upper semi-continuity (and hence Borel measurability) of the mapping $(x_i)_{i=1}^{n} \mapsto \Gamma_s\left(E \cap \bigcup_{i=1}^{n} A_i(x_i)\right)$ defined on $U^n$ and that of the mapping $x \mapsto \Gamma_s\left(E \cap \bigcup_{i=1}^{\infty} A_i(x_i)\right)$ defined on $U^N$. It follows from Lemma 4.1.(v) that

$$\lim_{n \to \infty} \Gamma_s\left(E \cap \bigcup_{i=1}^{n} A_i(x_i)\right) = \Gamma_s\left(E \cap \bigcup_{i=1}^{\infty} A_i(x_i)\right),$$

which, in turn, implies Borel measurability of the map $x \mapsto \Gamma_s\left(E \cap \bigcup_{i=1}^{\infty} A_i(x_i)\right)$ on $U^N$. □

Next proposition provides a sufficient condition for determining a lower bound for Hausdorff dimensions of typical random covering sets.

Proposition 4.5. Let $E \subset \mathbb{R}^d$ be compact with $\mathcal{L}(E) > 0$. In addition to (C-1) and (C-2), assume that $A_n(x)$ is compact for all $x \in U$ and $n \in \mathbb{N}$. Let $0 < s < d$. 
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Suppose that, for all compact sets $F \subset E$, we have for $\mathbb{P}$-almost all $x \in U^N$ that

\[(4.3) \quad \Gamma_s \left( F \cap \left( \bigcup_{i=n}^{\infty} A_i(x_i) \right) \right) = \Gamma_s(F) \text{ for all } n \in \mathbb{N}. \]

Then

\[\mathcal{H}^s (\limsup_{n \to \infty} A_n(x_n)) \geq \Gamma_s(E)^{-1} \text{ and } \dim_H (\limsup_{n \to \infty} A_n(x_n)) \geq s\]

for $\mathbb{P}$-almost all $x \in U^N$.

Proof. From (4.3), we obtain

\[\Gamma_s \left( E \cap \left( \bigcup_{i=1}^{\infty} A_i(x_i) \right) \right) = \Gamma_s(E) \]

for $\mathbb{P}$-almost all $x \in U^N$. Note that $0 < \Gamma_s(E) < \infty$ by Lemma 4.1 claims (ii) and (iii). Letting $\ell > 2$, Lemma 4.1.(v) and Lemma 4.4 imply the existence of a Borel measurable function $n_1: U^N \to \mathbb{N}$ such that

\[\Gamma_s \left( E \cap \left( \bigcup_{i=1}^{n_1(x)} A_i(x_i) \right) \right) < (1 + \ell^{-1}) \Gamma_s(E) \]

for $\mathbb{P}$-almost all $x \in U^N$. By Lemma 4.1.(i), we find $N_1 \in \mathbb{N}$ and a Borel set $A_1 \subset U^{N_1}$ so that

\[(4.4) \quad \eta^{N_1}(A_1) > 1 - \ell^{-1} \quad \text{and} \quad \Gamma_s \left( E \cap \left( \bigcup_{i=1}^{N_1} A_i(x_i) \right) \right) < (1 + \ell^{-1}) \Gamma_s(E) \]

for all $(x_1, \ldots, x_{N_1}) \in A_1$, where $\eta^{N_1} := \prod_{i=1}^{N_1} \eta$. Applying (4.3) with $F = E \cap (\bigcup_{i=1}^{N_1} A_i(x_i))$, gives for all $(x_1, \ldots, x_{N_1}) \in A_1$ that

\[(4.5) \quad \Gamma_s \left( E \cap \left( \bigcup_{i=1}^{N_1} A_i(x_i) \right) \cap \left( \bigcup_{j=N_1+1}^{\infty} A_j(x_j) \right) \right) < (1 + \ell^{-1}) \Gamma_s(E) \]

for $(\prod_{i=N_1+1}^{\infty} \eta)$-almost all $(x_{N_1+1}, x_{N_1+2}, \ldots) \in \prod_{i=N_1+1}^{\infty} U$. Moreover, by Fubini’s theorem, inequality (4.5) holds for $\mathbb{P}$-almost all $x \in A_1 \times \prod_{i=N_1+1}^{\infty} U$. As above, it follows from Lemma 4.1.(i) that there exist a natural number $N_2 > N_1$ and a Borel set $A_2 \subset A_1 \times \prod_{i=N_1+1}^{N_2} U \subset U^{N_2}$ with $\eta^{N_2}(A_2) \geq \eta^{N_1}(A_1) - \ell^{-2}$ such that

\[\Gamma_s \left( E \cap \left( \bigcup_{i=1}^{N_1} A_i(x_i) \right) \cap \left( \bigcup_{j=N_1+1}^{N_2} A_j(x_j) \right) \right) < (1 + \ell^{-1})(1 + \ell^{-2}) \Gamma_s(E) \]

for all $(x_1, \ldots, x_{N_2}) \in A_2$.

By induction, we deduce that there exist a strictly increasing sequence $(N_n)_{n \in \mathbb{N}}$ of positive integers and a sequence $(\Lambda_n)_{n \in \mathbb{N}}$ of Borel sets such that $\Lambda_n \subset U^{N_n}$,
\( \Lambda_{n+1} \subset \Lambda_n \times \prod_{i=N_{n+1}}^{N_n} U \),

\( \eta^{N_{n+1}}(\Lambda_{n+1}) \geq \eta^{N_n}(\Lambda_n) - \ell^{-n-1} \) \hspace{1cm} (4.6)

and

\( \Gamma_s\left( E \cap \bigcap_{n=1}^{N_n} \bigcup_{i=N_{n-1}+1}^{N_n} A_i(x_i) \right) < \left( \prod_{i=1}^{n} (1 + \ell^{-i}) \right) \Gamma_s(E) \)

for all \( (x_1, \ldots, x_{N_n}) \in \Lambda_n \). Here \( N_0 := 0 \). Defining \( \Omega := \bigcap_{n=1}^{\infty} (\Lambda_n \times \prod_{i=N_{n+1}}^{N_n} U) \) and using (4.6), implies that

\( \mathbb{P}(\Omega) \geq 1 - \sum_{n=1}^{\infty} \ell^{-n} = \frac{\ell - 2}{\ell - 1}. \)

Moreover, by (4.7) and Lemma 4.3, we have

\[ \mathcal{H}^s_{\infty} \left( \bigcap_{n=1}^{\infty} \bigcup_{i=N_{n-1}+1}^{N_n} A_i(x_i) \right) \geq \left( \prod_{i=1}^{\infty} (1 + \ell^{-i}) \right)^{-1} \Gamma_s(E) \]

for all \( x \in \Omega \). This gives \( \dim_{\mathcal{H}}(\limsup_{n \to \infty} A_n(x_n)) \geq s \) for all \( x \in \Omega \). Since \( \ell \) can be taken arbitrarily large, it follows from (4.8) that

\[ \mathcal{H}^s_{\infty} \left( \limsup_{n \to \infty} A_n(x_n) \right) \geq \Gamma_s(E)^{-1} \text{ and } \dim_{\mathcal{H}}(\limsup_{n \to \infty} A_n(x_n)) \geq s \]

for \( \mathbb{P} \)-almost all \( x \in U^N \). \( \square \)

The above proof readily leads to the following deterministic version of Proposition 4.5, which may be of independent interest.

**Proposition 4.6.** Let \( E \subset \mathbb{R}^d \) be compact with \( \mathcal{L}(E) > 0 \), and let \( (A_n)_{n \in \mathbb{N}} \) be a sequence of compact subsets of \( \mathbb{R}^d \). Let \( 0 < s < d \). Suppose that, for all compact sets \( F \subset E \), we have that

\[ \Gamma_s\left( F \cap \bigcup_{i=n}^{\infty} A_i \right) = \Gamma_s(F) \text{ for all } n \in \mathbb{N}. \]

Then

\[ \mathcal{H}^s_{\infty} \left( \limsup_{n \to \infty} A_n \right) \geq \Gamma_s(E)^{-1} \text{ and } \dim_{\mathcal{H}}(\limsup_{n \to \infty} A_n) \geq s. \]

In the last result of this section, we give a sufficient condition for the validity of (4.3). Recall that, by the definition of \( \Gamma_s(\cdot) \), the inequality (4.3) is valid for all \( F \in \mathcal{B}(\mathbb{R}^d) \) with \( \mathcal{L}(F) = 0 \).
Lemma 4.7. Let $F \in \mathcal{B}(\mathbb{R}^d)$ with $\mathcal{L}(F) > 0$, and let $0 < s < d$. Assume that, for every $\varepsilon > 0$ and $\delta > 0$ and for every $n \in \mathbb{N}$, there exist an integer $N > n$ and a Borel measurable set $\Omega \subset U^N$ with $\mathbb{P}(\Omega) > 1 - \delta$ such that

\begin{equation}
\int_{\Omega} \Gamma_s\left( F \cap \bigcup_{i=n}^{N} A_i(x_i) \right) d\mathbb{P}(x) < \Gamma_s(F) + \varepsilon.
\end{equation}

Then, for $\mathbb{P}$-almost all $x \in U^N$,

\[ \Gamma_s\left( F \cap \bigcup_{i=n}^{\infty} A_i(x_i) \right) = \Gamma_s(F) \]

for all $n \in \mathbb{N}$.

Proof. Let $n \in \mathbb{N}$ and $\gamma > 0$. By Lemma 4.1.(i),

\[ \Gamma_s\left( F \cap \bigcup_{i=n}^{N} A_i(x_i) \right) \geq \Gamma_s\left( F \cap \bigcup_{i=n}^{\infty} A_i(x_i) \right) \geq \Gamma_s(F) \]

for all $x \in U^N$ and $N \in \mathbb{N}$. Let

\[ \Omega' := \left\{ x \in U^N : \Gamma_s\left( F \cap \left( \bigcup_{i=n}^{\infty} A_i(x_i) \right) \right) \geq \Gamma_s(F) + \gamma \right\}. \]

It follows from Lemma 4.4 that $\Omega'$ is a Borel set. We show that $\mathbb{P}(\Omega') = 0$. Suppose on the contrary that $\mathbb{P}(\Omega') > 0$ and choose

\begin{equation}
\varepsilon := \frac{\mathbb{P}(\Omega') \gamma}{2} \quad \text{and} \quad \delta := \frac{\mathbb{P}(\Omega') \gamma}{2(\gamma + 2\Gamma_s(F))}.
\end{equation}

Recall that $\Gamma_s(F) < \infty$ by Lemma 4.1.(ii). Then, for all integers $N > n$ and for all Borel measurable sets $\Omega \subset U^N$ with $\mathbb{P}(\Omega) > 1 - \delta$, we have

\[ \int_{\Omega} \Gamma_s\left( F \cap \bigcup_{i=n}^{N} A_i(x_i) \right) d\mathbb{P}(x) \]

\[ \geq \int_{\Omega \setminus \Omega'} \Gamma_s(F) d\mathbb{P}(x) + \int_{\Omega \cap \Omega'} \Gamma_s(F) + \gamma d\mathbb{P}(x) \]

\[ = \mathbb{P}(\Omega \setminus \Omega') \Gamma_s(F) + \mathbb{P}(\Omega \cap \Omega') (\Gamma_s(F) + \gamma) \]

\[ \geq (\mathbb{P}(\Omega) - \mathbb{P}(\Omega')) \Gamma_s(F) + (\mathbb{P}(\Omega') + \mathbb{P}(\Omega) - 1)(\Gamma_s(F) + \gamma) \]

\[ = (2\mathbb{P}(\Omega) - 1) \Gamma_s(F) + (\mathbb{P}(\Omega') + \mathbb{P}(\Omega) - 1) \gamma \]

\[ \geq (1 - 2\delta) \Gamma_s(F) + (\mathbb{P}(\Omega') - \delta) \gamma \quad \text{(by (4.11))} \]

\[ = \Gamma_s(F) + \varepsilon. \]

This contradicts (4.10) and completes the proof. \qed
5. LOWER BOUND FOR HAUSDORFF DIMENSION

The main purpose of this section is to verify Theorem 1.1.(b). This is achieved by showing first that, under certain assumptions on the measure \( \eta \in \mathcal{P}(U) \) and the sequence \((A_n(x))_{n \in \mathbb{N}}\), the assumption (4.10) of Lemma 4.7 holds. Theorem 1.1.(b) then follows by applying Lemma 4.7 and Proposition 4.5.

We start with a simple observation on independent random variables.

**Lemma 5.1.** Let \((a_n)_{n \in \mathbb{N}}\) be a sequence of positive numbers such that \(\sum_{n=1}^{\infty} a_n = \infty\), and let \(0 < c < 1\). Suppose that \((\omega_n)_{n \in \mathbb{N}}\) is a sequence of independent random variables with \(\omega_n \in \{0\} \cup [a_n, \infty[\) and the probability \(\mathbb{P}\) satisfies

\[
P(\omega_n \neq 0) \geq c.
\]

Then, for all \(N \in \mathbb{N}\) and \(C \geq 0\), we have

\[
\lim_{M \to \infty} \mathbb{P}\left( \sum_{n=N}^{M} \omega_n \geq C \right) = 1.
\]

**Proof.** Observe that the claim is equivalent to the statement

\[
\sum_{n=1}^{\infty} \omega_n = \infty \quad \mathbb{P}\text{-almost surely.}
\]

Assuming to the contrary that this is not true, Kolmogorov’s zero-one law implies that

\[
\sum_{n=1}^{\infty} \omega_n < \infty \quad \mathbb{P}\text{-almost surely.}
\]

Define \(b_n := \min\{1, a_n\}\) for \(n \in \mathbb{N}\). Then either \(b_n = 1\) for infinitely many \(n \in \mathbb{N}\), or \(b_n = a_n\) for all sufficiently large \(n \in \mathbb{N}\). In both of these cases, we have \(\sum_{n=1}^{\infty} b_n = \infty\). Defining

\[
\hat{\omega}_n := \begin{cases} 
0, & \text{if } \omega_n = 0 \\
1, & \text{if } \omega_n \neq 0,
\end{cases}
\]

gives

\[
\omega_n \geq \hat{\omega}_n b_n
\]

for all \(n \in \mathbb{N}\). In particular, \(\sum_{n=1}^{\infty} \hat{\omega}_n b_n < \infty\) \(\mathbb{P}\)-almost surely by (5.2). By Kolmogorov’s three series theorem, there exists \(\alpha > 0\) such that

(i) \(\sum_{n=1}^{\infty} \mathbb{P}(\hat{\omega}_n b_n \geq \alpha)\) converges and

(ii) \(\sum_{n=1}^{\infty} \mathbb{E}(\hat{\omega}_n b_n \mathbb{1}_{[\hat{\omega}_n b_n \leq \alpha]} )\) converges.
Assume first that \( \limsup_{n \to \infty} b_n = b > 0 \). By inequality (5.1), the sum in (i) diverges for all \( \alpha < b \) and also for \( \alpha = b \) provided that \( b_n > b \) for infinitely many \( n \in \mathbb{N} \), whilst the sum in (ii) diverges for all \( \alpha > b \) and also for \( \alpha = b \) provided that \( b_n \leq b \) for all large enough \( n \in \mathbb{N} \), since \( \mathbb{E}(\tilde{\omega}_n b_n \chi(\tilde{\omega}_n b_n \leq \alpha)) \geq cb_n \). This leads to a contradiction.

Supposing that \( \lim_{n \to \infty} b_n = 0 \), inequality (5.1) implies the divergence of the sum in (ii) for all \( \alpha > 0 \), which is a contradiction. This completes the proof. \( \square \)

In the remaining part of this section, let \( U \subset \mathbb{R}^d \) be open and let \( E \subset U \) be a compact set with \( \mathcal{L}(E) > 0 \). Assume that \( \eta \in \mathcal{P}(U) \) satisfies \( \eta(E) > 0, \eta|_E \ll \mathcal{L}|_E \) and

\[
\sup_{x,y \in E} \frac{h(x)}{h(y)} < \infty,
\]

where \( h := \frac{d\eta|_E}{d\mathcal{L}} \) is the Radon-Nikodym derivative of \( \eta|_E \) with respect to \( \mathcal{L} \). Set \( \mathbb{P} := \prod_{i=1}^{\infty} \eta \). Let \( 0 < s < d \). Next we define a special sequence \( (A_n(x))_{n \in \mathbb{N}} \).

**Definition 5.2.** Let \( y_0 \in \mathbb{R}^d \). Assume that \( (K_n)_{n \in \mathbb{N}} \) is a sequence of compact sets in \( \mathbb{R}^d \)

- (i) \( \mathcal{L}(K_n) > 0 \),
- (ii) \( \lim_{n \to \infty} \text{diam } K_n = 0 \),
- (iii) \( \lim_{n \to \infty} \text{dist}(y_0, K_n) = 0 \) and
- (iv) \( \sum_{n=1}^{\infty} g_s(K_n) = \infty \) (recall (1.4)).

Choose \( r_0 > 0 \) such that \( K_n \subset B(y_0, r_0) \) for all \( n \in \mathbb{N} \). Assume that \( W : U \times B(y_0, r_0) \to \mathbb{R}^d \) is a uniform bidiffeomorphism (recall Definition 2.1) satisfying \( W(x, y_0) = x \) for all \( x \in U \). Define \( A_n(x) := W(x, K_n) \) for all \( x \in U \) and \( n \in \mathbb{N} \).

The sequence \( (A_n(x))_{n \in \mathbb{N}} \) has the following properties:

**Lemma 5.3.** Let \( (A_n(x))_{n \in \mathbb{N}} \) be as in Definition 5.2. Then the properties (C-1) and (C-2) from Section 4 are satisfied. Furthermore,

(C-3) for every \( \varepsilon > 0 \) and for every Borel set \( F \subset E \) with \( \mathcal{L}(F) > 0 \), there exists \( N \in \mathbb{N} \) so that

\[
\mathcal{L}\left( \left\{ x \in F : \frac{\mathcal{L}(F \cap A_n(x))}{\mathcal{L}(A_n(x))} \geq 1 - \varepsilon \right\} \right) \geq (1 - \varepsilon)\mathcal{L}(F)
\]

for all \( n \geq N \), and
implies (5.6) sup

phism, we have, for every \( \delta > 0 \) compact sets \( F \) set of the density \( h \) \( A \epsilon > 0 \)
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(5.5) Let \( \overrightarrow{\gamma} \)

Thus, \( \lim_{\epsilon \rightarrow x} \mathcal{L}(A_n(y) \setminus \Lambda_1(x)) = 0 \) by the continuity of \( x \mapsto \mathcal{L}(A_n(x)) \). Furthermore, for every \( \epsilon > 0 \) and \( x \in U \), there exist \( \delta_1, \delta_2 > 0 \) such that \( \mathcal{L}(\overrightarrow{\delta_1}(A_n(y)) \setminus A_n(x)) < \epsilon \) for all \( y \in B(x, \delta_2) \). This, in turn, gives \( \lim_{\epsilon \rightarrow x} \mathcal{L}(A_n(y) \setminus \Lambda_1(x)) = 0 \), implying (C-2). Property (C-3) follows from Lemma 2.3 and properties (ii) and (iii) of Definition 5.2. Finally, (C-4) is given by Lemma 2.4 and items (ii) and (iii) of Definition 5.2. \( \square \)

Now we are ready to prove that the assumption (4.10) of Lemma 4.7 is satisfied for compact sets.

**Proposition 5.4.** Let \( F \subset E \) be a compact set with \( \mathcal{L}(F) > 0 \). Then, for every \( \epsilon > 0, \delta > 0 \) and \( n \in \mathbb{N} \), there exist an integer \( N > n \) and a Borel measurable set \( \Omega \subset U^N \) with \( \mathbb{P}(\Omega) > 1 - \delta \) such that

\[
\int_{\Omega} \Gamma_s(F \cap \bigcup_{i=n}^N A_i(x_i)) \, d\mathbb{P}(x) < \Gamma_s(F) + \epsilon.
\]

**Proof.** Let \( \epsilon > 0, \delta > 0 \) and \( n \in \mathbb{N} \). Choose \( \mu = \sum_{i=1}^k c_i \mathcal{L}|_{F_i} \in \mathcal{P}_0(F) \) satisfying

\[ I_s(\mu) < \Gamma_s(F) + \frac{\epsilon}{2}. \]

Let \( 0 < \gamma < 1 \) be sufficiently small (which will be determined later). By partitioning \( F_i \) into smaller Borel sets, if necessary, such that each new \( F_i \) is an approximate level set of the density \( h \) with small diameter and with \( \eta(F_i) > 0 \) (recall that \( \mathcal{L}(F) > 0 \) implies \( \eta(F) > 0 \) by (5.4)), we may assume that, for all \( i = 1, \ldots, k \) and \( m \geq n \),

\[
\sup_{x, y \in F_i} \max \left\{ \frac{h(x)}{h(y)}, \frac{\mathcal{L}(A_m(x))}{\mathcal{L}(A_m(y))}, \frac{I_s(A_m(x))}{I_s(A_m(y))} \right\} \leq 1 + \gamma.
\]

(C-4) for all Borel sets \( F_1, F_2 \subset E \) with positive Lebesgue measure and for every \( \epsilon > 0 \), there exists \( N \in \mathbb{N} \) such that

\[
\int_{F_1} \int_{F_2} \int_{A_n(x) \times A_m(y)} |u - v|^{-\frac{s}{2}} \, d\mathcal{L}(u) d\mathcal{L}(v) d\mathcal{L}(x) d\mathcal{L}(y) \\
\leq (1 + \epsilon) \int_{F_1} \int_{F_2} \mathcal{L}(A_n(x)) \mathcal{L}(A_m(y)) |x - y|^{-\frac{s}{2}} \, d\mathcal{L}(x) d\mathcal{L}(y)
\]

for all \( n, m \geq N \).
For every $i = 1, \ldots, k$, fix $z_i \in F_i$. Define, for all $m \geq n$,

$$F_{i,m} := \{ x \in F_i : \frac{\mathcal{L}(F_i \cap A_m(x))}{\mathcal{L}(A_m(x))} > 1 - \gamma \}.$$ 

Using the fact that the map $x \mapsto \mathcal{L}(F \cap A_n(x))$ is Borel measurable (see the proof of Lemma 2.3), we deduce that $F_{i,m}$ is a Borel set. By (C-3) and (C-4), there exists an integer $M > n$ such that

$$\mathcal{L}(F_{i,m}) \geq (1 - \gamma) \mathcal{L}(F_i)$$

for all $i = 1, \ldots, k$ and $m \geq M$ and, moreover,

$$\int \int_{F_i \times F_j} \int \int_{A_m(x) \times A_p(y)} |u - v|^{-s} \, d\mathcal{L}(u) \, d\mathcal{L}(v) \, d\mathcal{L}(x) \, d\mathcal{L}(y)$$

$$\leq (1 + \gamma)^3 \mathcal{L}(A_m(z_i)) \mathcal{L}(A_p(z_j)) \int \int_{F_i \times F_j} |x - y|^{-s} \, d\mathcal{L}(x) \, d\mathcal{L}(y)$$

for all $i = 1, \ldots, k$ and $m, p \geq M$.

Applying Lemma 5.1 with $a_m = g_s(A_m(z_i))$ and $\omega_m = \chi_{F_i,m} g_s(A_m(z_i))$ (recall (1.4)), Definition 5.2.(iv) together with inequalities (2.1) and (5.7) imply that we may choose integers $M_1 := M < M_2 < \cdots < M_{k+1}$ recursively such that

$$\mathbb{P}(\{ x \in U^N : \sum_{m=M_i}^{M_{i+1}-1} \chi_{F_i,m}(x_m) g_s(A_m(z_i)) \geq \gamma^{-1} \}) \geq 1 - \frac{\gamma}{k}$$

for all $i = 1, \ldots, k$. Let $N := M_{k+1}$. Define

$$\Omega_i := \{ x \in U^N : \sum_{m=M_i}^{M_{i+1}-1} \chi_{F_i,m}(x_m) g_s(A_m(z_i)) \geq \gamma^{-1} \}$$

for all $i = 1, \ldots, k$ and set

$$\Omega := \bigcap_{i=1}^k \Omega_i.$$ 

Then $\Omega$ is a Borel set with $\mathbb{P}(\Omega) \geq 1 - \gamma$.

For all $x \in \Omega$, we define a finite Borel measure $\mu^x$ as

$$\mu^x := \sum_{i=1}^k \sum_{m \in S_i(x)} c_{i,m}(x) \mathcal{L}|_{F_i \cap A_m(x_m)},$$

where

$$S_i(x) := \{ m \in \mathbb{N} : M_i \leq m < M_{i+1}, \ x_m \in F_{i,m} \}$$

and

$$c_{i,m}(x) := c_i \mathcal{L}(F_i) \frac{\mathcal{L}(A_m(z_i))}{\mathcal{L}(A_m(z_i))} \left( \sum_{p \in S_i(x)} g_s(A_p(z_i)) \right)^{-1}.$$
Since $F$ and $A_i(x_i)$ are compact the measure $\mu^x$ is supported on $F \cap \bigcup_{i=n}^{N} A_i(x_i)$.

Notice that, if $x_m \in F_{i,m}$, the inequality (5.6) results in

$$\mathcal{L}(F_i \cap A_m(x_m)) \geq (1 - \gamma)\mathcal{L}(A_m(x_m)) \geq (1 - \gamma)(1 + \gamma)^{-1}\mathcal{L}(A_m(z_i))$$

which, in turn, yields

$$||\mu^x|| = \sum_{i=1}^{k} c_i \mathcal{L}(F_i) \sum_{m \in S_i(x)} \frac{\mathcal{L}(A_m(z_i)) \mathcal{L}(F_i \cap A_m(x_m))}{I_s(A_m(z_i))} \left( \sum_{p \in S_i(x)} g_s(A_p(z_i)) \right)^{-1}$$

$$\geq (1 - \gamma)(1 + \gamma)^{-1} \sum_{i=1}^{k} c_i \mathcal{L}(F_i) \sum_{m \in S_i(x)} \frac{\mathcal{L}(A_m(z_i))^2}{I_s(A_m(z_i))} \left( \sum_{p \in S_i(x)} g_s(A_p(z_i)) \right)^{-1}$$

$$= (1 - \gamma)(1 + \gamma)^{-1},$$

where $||\mu^x||$ represents the total mass of $\mu^x$. Since $||\mu^x||^{-1} \mu^x \in \mathcal{P}_0(F \cap \bigcup_{i=n}^{N} A_i(x_i))$, we have

$$\Gamma_s(F \cap \bigcup_{i=n}^{N} A_i(x_i)) \leq I_s(||\mu^x||^{-1} \mu^x) = \frac{I_s(\mu^x)}{||\mu^x||^2} \leq \frac{(1 + \gamma)^2}{(1 - \gamma)^2} I_s(\mu^x).$$

In what follows, we estimate $\int_{\Omega} I_s(\mu^x) \, d\mathbb{P}(x)$. Set

$$S_{\Omega} := \{ S = (S_i)_{i=1}^{k} : S_i \subset \{ M_i, M_i + 1, \ldots, M_{i+1} - 1 \} \text{ and } \sum_{p \in S_i} g_s(A_p(z_i)) \geq \gamma^{-1} \}.$$

For $S \in S_{\Omega}$, define

$$\pi^{-1}(S) := \bigcap_{i=1}^{k} \{ x \in U^N : x_m \in F_{i,m} \text{ if } m \in S_i, \text{ and } x_m \in (F_{i,m})^c \text{ if } m \in \{ M_i, M_i + 1, \ldots, M_{i+1} - 1 \} \setminus S_i \}.$$

Clearly, $\pi^{-1}(S)$ is a Borel set. Observe that $\Omega = \bigcup_{S \in S_{\Omega}} \pi^{-1}(S)$, where the union is disjoint. Let

$$J_s(A, B) := \int_{A \times B} |x - y|^{-s} \, d\mathcal{L}(x) \, d\mathcal{L}(y)$$

for all Lebesgue measurable sets $A, B \subset \mathbb{R}^d$. Consider $S \in S_{\Omega}$ and define $Q_{S_i} := \sum_{m \in S_i} g_s(A_m(z_i))$ for all $i = 1, \ldots, k$. Then

$$\int_{\pi^{-1}(S)} I_s(\mu^x) \, d\mathbb{P}(x) \leq \sum_{i=1}^{k} \sum_{j=1}^{k} \sum_{m \in S_i} \sum_{p \in S_j} c_i c_j \mathcal{L}(F_i) \mathcal{L}(F_j) \mathcal{L}(A_m(z_i)) \mathcal{L}(A_p(z_j))$$

$$\times \frac{Q_{S_i} Q_{S_j} I_s(A_m(z_i)) I_s(A_p(z_j))}{Q_{S_i} Q_{S_j} I_s(A_m(z_i)) I_s(A_p(z_j))} \times \int_{\pi^{-1}(S)} J_s(A_m(x_m), A_p(x_p)) \, d\mathbb{P}(x).$$

In order to complete the proof of Proposition 5.4, we need two more lemmas.
Lemma 5.5. Let \((Y, \mathcal{F}, \nu)\) be a probability space, and let \(u : Y \times Y \to \mathbb{R}\) and \(\tilde{u} : Y \to \mathbb{R}\) be non-negative measurable functions. Let \(E_1, \ldots, E_N \in \mathcal{F}\) with \(\nu(E_i) > 0\) for all \(i = 1, \ldots, N\). Then we have

\[
\int \left( \prod_{i=1}^{N} \chi_{E_i}(y_i) \right) u(y_1, y_2) \prod_{j=1}^{N} d\nu(y_j) = \frac{\prod_{i=1}^{N} \nu(E_i)}{\nu(E_1) \nu(E_2)} \int_{E_1 \times E_2} u(y_1, y_2) d\nu(y_1) d\nu(y_2)
\]

and

\[
\int \left( \prod_{i=1}^{N} \chi_{E_i}(y_i) \right) \tilde{u}(y_1) \prod_{j=1}^{N} d\nu(y_j) = \frac{\prod_{i=1}^{N} \nu(E_i)}{\nu(E_1)} \int_{E_1} \tilde{u}(y_1) d\nu(y_1).
\]

Proof. The equalities follow from simple calculations. \(\square\)

We will use the Landau big O notation in the sense that, given positive functions \(g_1, g_2 : \mathbb{R} \to \mathbb{R}\), the notation \(g_1(\gamma) \leq (1 + O(\gamma)) g_2(\gamma)\) means that there exist \(C, \delta > 0\) such that \(g_1(\gamma) \leq (1 + C\gamma) g_2(\gamma)\) when \(0 < \gamma < \delta\).

Lemma 5.6. Let \(S \in \mathcal{S}_\Omega\). For all \(i, j = 1, \ldots, k, m \in S_i\) and \(p \in S_j\), the following properties hold:

(i) If \(m \neq p\), then

\[
\int_{\pi^{-1}(S)} J_s(A_m(x_m), A_p(x_p)) d\mathbb{P}(x) \leq (1 + O(\gamma)) \mathbb{P}(\pi^{-1}(S)) \mathcal{L}(A_m(z_i)) \mathcal{L}(A_p(z_j)) J_s(F_i, F_j),
\]

(ii) If \(m = p\) (which implies that \(i = j\), then

\[
\int_{\pi^{-1}(S)} J_s(A_m(x_m), A_p(x_p)) d\mathbb{P}(x) \leq (1 + O(\gamma)) \mathbb{P}(\pi^{-1}(S)) I_s(A_m(z_i)).
\]

Proof. We begin by verifying (i). Recall that, by (5.11),

\[
\chi_{\pi^{-1}(S)}(x) = \prod_{i=1}^{k} \left( \prod_{m \in S_i} \chi_{F_i,m}(x_m) \right) \cdot \left( \prod_{n \in S^*_i} \chi_{F_i,n}(x_m) \right),
\]
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where \( S_i^* := \{ M_i, M_i + 1, \ldots, M_{i+1} - 1 \} \setminus S_i \). Notice also that \( \eta(F_{i,m}), \eta(F_{j,p}) > 0 \) by (5.7) and (5.4). Applying Lemma 5.5, we deduce

\[
\int_{\pi^{-1}(S)} J_s(A_m(x_m), A_p(x_p)) \, d\mathbb{P}(x) = \frac{\mathbb{P}(\pi^{-1}(S))}{\eta(F_{i,m}) \eta(F_{j,p})} \int_{F_{i,m} \times F_{j,p}} J_s(A_m(x), A_p(y)) \, d\eta(x) \, d\eta(y)
\]

\[
\leq \frac{(1 + \gamma)^2 \mathbb{P}(\pi^{-1}(S))}{(1 - \gamma)^2 \mathcal{L}(F_i) \mathcal{L}(F_j)} \int_{F_{i,m} \times F_{j,p}} \int_{A_m(x) \times A_p(y)} |u - v|^{-s} \, d\mathcal{L}(u) \, d\mathcal{L}(v) \, d\mathcal{L}(x) \, d\mathcal{L}(y)
\]

(\text{by (5.6) and (5.7)})

\[
\leq \frac{(1 + \gamma)^2 \mathbb{P}(\pi^{-1}(S))}{(1 - \gamma)^2 \mathcal{L}(F_i) \mathcal{L}(F_j)} \mathcal{L}(A_m(z_i)) \mathcal{L}(A_p(z_j)) I_s(F_i, F_j).
\]

(\text{by (5.8)})

To prove (ii), we apply (5.6) and Lemma 5.5 to obtain

\[
\int_{\pi^{-1}(S)} J_s(A_m(x_m), A_p(x_p)) \, d\mathbb{P}(x) = \frac{\mathbb{P}(\pi^{-1}(S))}{\eta(F_{i,m})} \int_{F_{i,m}} I_s(A_m(x)) \, d\eta(x)
\]

\[
\leq (1 + \gamma)^2 \frac{\mathbb{P}(\pi^{-1}(S))}{\mathcal{L}(F_{i,m})} \int_{F_{i,m}} I_s(A_m(z_i)) \, d\mathcal{L}(x) = (1 + \gamma)^2 \mathbb{P}(\pi^{-1}(S)) I_s(A_m(z_i)).
\]

Now we continue the proof of Proposition 5.4. Recalling (5.12) and (5.9), and applying Lemma 5.6, yields

\[
\int_{\pi^{-1}(S)} I_s(\mu^x) \, d\mathbb{P}(x) \leq \mathbb{P}(\pi^{-1}(S))(1 + O(\gamma)) \left( \sum_{i=1}^{k} \sum_{j=1}^{k} c_i c_j I_s(F_i, F_j) \right.
\]

\[
+ \sum_{i=1}^{k} c_i^2 \mathcal{L}(F_i)^2 (Q_{S_i})^{-1} \right)
\]

\[
\leq \mathbb{P}(\pi^{-1}(S))(1 + O(\gamma)) \left( I_s(\mu) + \gamma \left( \sum_{i=1}^{k} c_i \mathcal{L}(F_i) \right)^2 \right)
\]

\[
\leq \mathbb{P}(\pi^{-1}(S))(1 + O(\gamma)) (I_s(\mu) + \gamma).
\]

Thus, by the choice of \( \mu \), we have

\[
\int_{\Omega} I_s(\mu^x) \, d\mathbb{P}(x) = \sum_{S \in \Omega} \int_{\pi^{-1}(S)} I_s(\mu^x) \, d\mathbb{P}(x) \leq \mathbb{P}(\Omega)(1 + O(\gamma))(I_s(\mu) + \gamma)
\]

\[
\leq (1 + O(\gamma))(\Gamma_S(F) + \frac{\gamma}{2} + \gamma).
\]

The claim follows by choosing sufficiently small \( \gamma \). 

We complete this section by proving Theorem 1.1.(b).
**Proof of Theorem 1.1.(b).** We start by reducing the claim to the setting of Proposition 5.4. We may assume that $s_0(A) > 0$. Consider $s < s_0(A)$. Since $G_s(E) = 0$ for all $E \subset \mathbb{R}^d$ with $\mathcal{L}(E) = 0$, we may assume that $\mathcal{L}(A_n) > 0$ for all $n \in \mathbb{N}$ by removing sets with $\mathcal{L}(A_n) = 0$ from the original sequence $A = (A_n)_{n \in \mathbb{N}}$ if necessary. Since $I_s(E) \leq I_s(F)$ for $E \subset F$ and since $\mathcal{L}$ is inner regular, replacing $A_n$ by a suitable subset, we may assume that $A_n$ is compact for all $n \in \mathbb{N}$ and

$$(5.13) \quad \sum_{n=1}^{\infty} g_s(A_n) = \infty.$$ 

We proceed by constructing a sequence $\{K_n\}_{n \in \mathbb{N}}$ of compact sets satisfying Definition 5.2 (i)–(iv) such that $K_n \subset A_n$ for all $n \in \mathbb{N}$. Indeed, let $\{Q_i\}_{i=1}^{m_1}$ be the closed dyadic cubes with side length $2^{-1}$ intersecting $\Delta$. Notice that, for any Borel set $E \subset \Delta$, we have $E = \bigcup_{i=1}^{m_1} E \cap Q_i$ and, moreover, there exists $i \in \{1, \ldots, m_1\}$ with $\mathcal{L}(E \cap Q_i) \geq \frac{1}{m_1} \mathcal{L}(E)$. Thus,

$$\sum_{i=1}^{m_1} g_s(E \cap Q_i) = \sum_{i=1}^{m_1} \frac{\mathcal{L}(E \cap Q_i)^2}{I_s(E \cap Q_i)} \geq \sum_{i=1}^{m_1} \frac{\mathcal{L}(E \cap Q_i)^2}{I_s(E)} \geq \frac{\mathcal{L}(E)^2}{(m_1)^2 I_s(E)} = \frac{1}{(m_1)^2} g_s(E).$$

It follows that

$$\sum_{i=1}^{m_1} \sum_{j=1}^{\infty} g_s(A_j \cap Q_i) = \sum_{j=1}^{\infty} \sum_{i=1}^{m_1} g_s(A_j \cap Q_i) \geq \frac{1}{(m_1)^2} \sum_{j=1}^{\infty} g_s(A_j) = \infty.$$ 

Therefore, there exists $k_0 \in \{1, \ldots, m_1\}$ such that $\sum_{j=1}^{\infty} g_s(A_j \cap Q_{k_0}) = \infty$. Define $\tilde{Q}_1 := Q_{k_0}$. We pick integers $n_1 < n_2 < \cdots < n_{N_1}$ so that

$$\mathcal{L}(A_{n_i} \cap \tilde{Q}_1) > 0 \text{ for all } i = 1, \ldots, N_1 \text{ and } \sum_{i=1}^{N_1} g_s(A_{n_i} \cap \tilde{Q}_1) \geq 1.$$ 

Since $\sum_{j=N_1+1}^{\infty} g_s(A_j \cap \tilde{Q}_1) = \infty$, a similar argument shows that there exist a dyadic cube $\tilde{Q}_2 \subset \tilde{Q}_1$ with side length $2^{-2}$, and positive integers $n_{N_1+1} < \cdots < n_{N_2}$ such that

$$\mathcal{L}(A_{n_i} \cap \tilde{Q}_2) > 0 \text{ for all } i = N_1 + 1, \ldots, N_2 \text{ and } \sum_{i=N_1+1}^{N_2} g_s(A_{n_i} \cap \tilde{Q}_2) \geq 1.$$ 

Repeat this process inductively. As a result, we find a decreasing sequence $\{\tilde{Q}_i\}_{i \in \mathbb{N}}$ of dyadic cubes, an increasing sequence $\{N_i\}_{i \in \mathbb{N}}$ of integers and an increasing sequence $\{n_i\}_{i \in \mathbb{N}}$ of indices such that, for every $k = 0, 1, \ldots$,

$$\mathcal{L}(A_{n_i} \cap \tilde{Q}_{k+1}) > 0 \text{ for all } i = N_k + 1, \ldots, N_{k+1} \text{ and } \sum_{j=N_k+1}^{N_{k+1}} g_s(A_{n_j} \cap \tilde{Q}_{k+1}) \geq 1.$$
Defining \( K_j := A_{n_j} \cap \tilde{Q}_{k+1} \) for every \( j = N_k + 1, \ldots, N_{k+1} \), gives \( \sum_{j=1}^{\infty} g_s(K_j) = \infty \) and \( \lim_{n \to \infty} \text{diam } K_n = 0 \). Finally, setting \( \{y_0\} := \cap_{k=1}^{\infty} \tilde{Q}_k \), leads to
\[
\lim_{n \to \infty} \text{dist}(y_0, K_n) = 0.
\]
Hence, the sequence \((K_n)_{n \in \mathbb{N}}\) satisfies items (i)–(iv) in Definition 5.2.

Since the measure \( \sigma \) determining the probability \( \mathbb{P} \) (recall Section 1) is not singular with respect to \( \mathcal{L} \), there exists a compact set \( E \subset U \) such that \( \sigma(E) > 0 \), \( \sigma|_E \ll \mathcal{L} \) and (5.4) is satisfied with \( h := \frac{\text{dist}(y_0, V)}{d \mathcal{L}} \). Let \( f: U \times V \to \mathbb{R}^d \) be as in the introduction. For all \((x, y) \in U \times V\), let \( T_x := f(x, \cdot)^{-1} \) and \( T^y := f(\cdot, y)^{-1} \). Then, for all \( x \in U \), the set \( f(U, y_0) \cap f(x, V) \) is non-empty (it always contains the point \( f(x, y_0) \)) and open, \( y_0 \in V_x := T_x(f(U, y_0) \cap f(x, V)) \) and \( x \in U_x := T^{y_0}(f(U, y_0) \cap f(x, V)) \). Thus the map \( W_x: V_x \to U_x \) defined by \( W_x(v) := T^{y_0}(f(x, v)) \) is a diffeomorphism with \( W_x(y_0) = x \) and
\[
\|DW_x\|, \|(DW_x)^{-1}\| \leq (C_u)^2
\]
where \( C_u \) is as in inequality (1.13). Clearly, the derivative of the map \( x \mapsto W_x(v) \) has the same bounds. Let \( O \) be an open and bounded set such that \( E \subset O \subset \overline{O} \subset U \). Consider \( 0 < r_0 < \min\{\text{dist}(y_0, V^c), (C_u)^{-2} \text{dist}(\overline{O}, U^c)\} \). Then \( B(y_0, r_0) \subset V_x \) for all \( x \in O \). Thus, \( W: O \times B(y_0, r_0) \to \mathbb{R}^d \), defined by \( W(x, y) = W_x(y) \), is a uniform bidiffeomorphism satisfying \( W(x, y_0) = x \) for all \( x \in O \) (recall Definition 5.2). Ignoring a finite number of sets \( K_n \), if necessary, we may assume that \( K_n \subset B(y_0, r_0) \) for all \( n \in \mathbb{N} \). We conclude that all the conditions in Definition 5.2 are fulfilled.

As a result of the fact that \( T^{y_0} \) is a diffeomorphism, we conclude that
\[
\dim_h(\limsup_{n \to \infty} f(x_n, K_n)) \geq \dim_h(\limsup_{n \to \infty} W(x_n, K_n))
\]
for all \( x \in U^N \). Here we have an inequality instead of an equality since for \( x_n \in U \setminus O \) it may happen that \( K_n \not\subset V_{x_n} \). Finally, the claim follows by combining Proposition 5.4, Lemma 4.7 and Proposition 4.5. \( \square \)

6. Packing dimension of random covering sets

In this section, we prove Theorem 1.1.(d). For the purpose of studying packing dimensions of random covering sets, we set
\[
N^*_\ell(E) := \#\{Q \in \mathcal{Q}_\ell : \mathcal{L}(Q \cap E) > 0\}
\]
for all \( E \subset \mathbb{R}^d \) and \( \ell \in \mathbb{N} \). Here the symbol \# stands for the cardinality and \( \mathcal{Q}_\ell \) is as in (3.2). We begin with a result concerning a lower bound for packing dimensions of intersections of decreasing sequences of compact sets.
Lemma 6.1. Let \((E_n)_{n \in \mathbb{N}}\) be a decreasing sequence of compact subsets of \(\mathbb{R}^d\) with positive Lebesgue measure. Let \(s > 0\). Assume that there exists a sequence \((\ell_n)_{n \in \mathbb{N}}\) of natural numbers such that

\[
N^*_{\ell_{n+1}}(Q \cap E_{n+1}) \geq 2^{\ell_{n+1}s}
\]

for all \(n \in \mathbb{N}\) and for all \(Q \in Q_{\ell_n}\) with \(\mathcal{L}(Q \cap E_n) > 0\). Then \(\dim_p(\bigcap_{n=1}^{\infty} E_n) \geq s\).

Proof. For \(n \in \mathbb{N}\), set

\[
F_n := E_n \cap \left( \bigcup_{Q \in Q_{\ell_n}, \mathcal{L}(Q \cap E_n) > 0} \overline{Q} \right),
\]

and let \(F_\infty := \bigcap_{n=1}^{\infty} F_n\). Clearly, \(F_n \subset E_n\) is compact and \(\mathcal{L}(F_n) = \mathcal{L}(E_n)\). Hence, \(N^*_{\ell_n}(Q \cap F_n) = N^*_{\ell_n}(Q \cap E_n)\) for all \(n \in \mathbb{N}\) and \(Q \in \bigcup_{k=1}^{\infty} Q_k\). In particular, we have

\[
N^*_{\ell_{n+1}}(Q \cap F_{n+1}) \geq 2^{\ell_{n+1}s}
\]

for all \(n \in \mathbb{N}\) and \(Q \in Q_{\ell_n}\) with \(\mathcal{L}(Q \cap F_n) > 0\). Denoting by \(\overline{\dim_B}\) the upper box counting dimension, we will show that

\[
\overline{\dim_B}(V \cap F_\infty) \geq s
\]

for all open sets \(V \) with \(V \cap F_\infty \neq \emptyset\). By the Baire category theorem, (6.3) implies that \(\dim_B(F_\infty) \geq s\) (see for example [21, Proposition 3.6 and Corollary 3.9]) and, therefore, \(\dim_p(\bigcap_{n=1}^{\infty} E_n) \geq s\), as desired.

To prove (6.3), let \(V\) be an open set so that \(V \cap F_\infty \neq \emptyset\). Then there exist \(n \in \mathbb{N}\) and \(Q \in Q_{\ell_n}\) such that \(3Q \subset V\) and \(Q \cap F_n \neq \emptyset\), where \(3Q\) stands for the union of all elements \(Q' \in Q_{\ell_n}\) with \(\overline{Q'} \cap \overline{Q} \neq \emptyset\). By the definition of \(F_n\), there is \(Q^* \in Q_{\ell_n}\) such that \(\overline{Q^*} \cap \overline{Q} \neq \emptyset\) and \(\mathcal{L}(Q^* \cap F_n) > 0\). Since \(Q^* \subset 3Q \subset V\), replacing \(Q\) by \(Q^*\), if necessary, we may assume that \(\mathcal{L}(Q \cap F_n) > 0\). Using (6.2) recursively, leads to

\[
N^*_{\ell_m}(Q \cap F_m) \geq 2^{\ell_m s}
\]

for all \(m > n\). Furthermore, we claim that, for every \(m > n\),

\[
\#\{Q' \in Q_{\ell_m} : \overline{Q'} \cap Q \cap F_\infty \geq N^*_{\ell_m}(Q \cap F_m) \geq 2^{\ell_m s}
\]

from which we conclude that \(\overline{\dim_B}(Q \cap F_\infty) \geq s\) and, therefore, \(\overline{\dim_B}(V \cap F_\infty) \geq s\). To prove (6.5), it follows from (6.4) that it is enough to show that \(\overline{Q'} \cap F_\infty \neq \emptyset\) for all \(Q' \in Q_{\ell_m}\) with \(\mathcal{L}(Q' \cap F_m) > 0\). For this purpose, consider \(Q' \in Q_{\ell_m}\) with \(\mathcal{L}(Q' \cap F_m) > 0\). By (6.2), there exists \(Q'_1 \in Q_{\ell_{m+1}}\) such that \(Q'_1 \subset Q'\) and \(\mathcal{L}(Q'_1 \cap F_{m+1}) > 0\). Using this fact recursively, we see that, for every \(p \in \mathbb{N}\), there exists \(Q'_p \in Q_{\ell_{m+p}}\) such that \(Q'_p \subset Q'_{p-1}\) and \(\mathcal{L}(Q'_p \cap F_{m+p}) > 0\). Hence, we have \(\mathcal{L}(Q' \cap F_{m+p}) > 0\) for all \(p \in \mathbb{N}\), which implies that \(\overline{Q'} \cap F_\infty \neq \emptyset\). This completes the proof of the lemma. \(\square\)
Before applying the above result to estimate packing dimensions of random covering sets, we prove several lemmas.

**Lemma 6.2.** For all $A \in B(\mathbb{R}^d)$ and $\ell \in \mathbb{Z}$, we have $N^*_\ell(A) \geq 2^{\ell d} \mathcal{L}(A)$.

**Proof.** The claim follows directly from a simple volume argument. \hfill \Box

Let $U \subset \mathbb{R}^d$ be open, and let $(A_n(x))_{n \in \mathbb{N}}$ be a sequence of compact-set-valued functions defined on $U$ satisfying the conditions (C-1) and (C-2) from Section 4. Let $\eta \in \mathcal{P}(U)$ and set $\mathbb{P} := \prod_{i=1}^\infty \eta$.

**Lemma 6.3.** Let $E \in B(\mathbb{R}^d)$ with $0 < \mathcal{L}(E) < \infty$, and let $\ell \in \mathbb{Z}$. Then the mapping
\[
(x_i)_{i=1}^n \mapsto N^*_\ell(E \cap \bigcup_{i=1}^n A_i(x_i))
\]
is lower semi-continuous on $U^n$ for all $n \in \mathbb{N}$. Moreover, the mapping
\[
x \mapsto N^*_\ell(E \cap \bigcup_{i=1}^\infty A_i(x_i))
\]
is Borel measurable on $U^\mathbb{N}$.

**Proof.** It suffices to prove the first part of the lemma; the second part follows directly from the first one and the following easily-checked identity:
\[
(6.6) \quad N^*_\ell(E \cap \bigcup_{i=1}^n A_i(x_i)) = \lim_{n \to \infty} N^*_\ell(E \cap \bigcup_{i=1}^n A_i(x_i)).
\]

Let $(x_i)_{i=1}^n \in U^n$ and write $k := N^*_\ell(E \cap \bigcup_{i=1}^n A_i(x_i))$ for short. Then there are $k$ different elements in $Q_\ell$, say $Q_1, \ldots, Q_k$, such that $\mathcal{L}(Q_j \cap \bigcup_{i=1}^n A_i(x_i)) > 0$ for all $j = 1, \ldots, k$. It follows from (C-2) that $\mathcal{L}(\bigcup_{i=1}^n A_i(x_i) \setminus \bigcup_{j=1}^n A_j(y_j))$ is close to 0 when $(y_i)_{i=1}^n \in U^n$ is close to $(x_i)_{i=1}^n$ and, therefore, when $(y_i)_{i=1}^n$ is in a small neighbourhood of $(x_i)_{i=1}^n$, we have $\mathcal{L}(Q_j \cap \bigcup_{i=1}^n A_i(y_i)) > 0$ for all $j = 1, \ldots, k$. Hence, $N^*_\ell(E \cap \bigcup_{i=1}^n A_i(y_i)) \geq k$, concluding the proof of lower semi-continuity. \hfill \Box

The following result may be regarded as an analogy of Proposition 4.5.

**Proposition 6.4.** Let $E \subset U$ be compact with $\eta(E) > 0$. Suppose that $\eta|_E \ll \mathcal{L}$. Moreover, assume that, for every $\ell, n \in \mathbb{N}$ and for every compact sets $F \subset E$ with $\eta(F) > 0$,
\[
(6.7) \quad N^*_\ell(F \cap \bigcup_{i=n}^\infty A_i(x_i)) = N^*_\ell(F)
\]
for $\mathbb{P}$-almost all $x \in U^N$. Then

$$\dim_\mathbb{P}\left(\limsup_{n \to \infty} A_n(x_n)\right) = d$$

for $\mathbb{P}$-almost all $x \in U^N$.

**Proof.** Replacing $E$ by a compact subset, if necessary, we may assume that $0 < \frac{d\eta}{d\mathcal{L}}(x) < \infty$ for all $x \in E$. Thus, for all $F \subset E$, we have

$$\mathcal{L}(F) > 0 \text{ if and only if } \eta(F) > 0.$$ (6.8)

Let $\varepsilon, \delta > 0$. It suffices to verify that

$$\mathbb{P}\left(\left\{ x \in U^N : \dim_\mathbb{P}\left(\limsup_{n \to \infty} A_n(x_n)\right) \geq d - \delta \right\} \right) \geq 1 - \varepsilon.$$ (6.9)

For this purpose, we are going to construct a Borel set $\Omega \subset U^N$ with $\mathbb{P}(\Omega) > 1 - \varepsilon$, and two sequences $(\ell_k)_{k \in \mathbb{N}}$ and $(m_k)_{k \in \mathbb{N}}$ of natural numbers such that, for all $x \in \Omega$, $k \in \mathbb{N}$ and $Q \in \mathcal{Q}_{\ell_k}$, we have

$$N^*_{\ell_k+i}(Q \cap E \cap \bigcap_{j=1}^{k+1} \bigcup_{i=m_j+1}^{m_j+1} A_i(x_i)) \geq 2^{\ell_k+i}(d-\delta)$$ (6.10)

provided that $\mathcal{L}(Q \cap E \cap \bigcap_{j=1}^{k} \bigcup_{i=m_j+1}^{m_j+1} A_i(x_i)) > 0$. By Lemma 6.1, this implies that

$$\dim_\mathbb{P}\left(\limsup_{n \to \infty} A_n(x_n)\right) \geq d - \delta$$

for all $x \in \Omega$, from which (6.9) follows.

Now we present our construction. Set $\ell_1 := 1$ and $m_1 := 1$. Notice that

$$\gamma_1 := \min\{\mathcal{L}(Q \cap E) : Q \in \mathcal{Q}_{\ell_1} \text{ and } \mathcal{L}(Q \cap E) > 0\} > 0.$$ 

Choosing a large integer $\ell_2 > \ell_1$ so that $2^{-\ell_2} < \gamma_1$, it follows from Lemma 6.2 that

$$N^*_{\ell_2}(Q \cap E) \geq 2^{\ell_2}\gamma_1 > 2^{\ell_2}(d-\delta)$$ (6.11)

for all $Q \in \mathcal{Q}_{\ell_1}$ with $\mathcal{L}(Q \cap E) > 0$. Hence, by (6.7), for $\mathbb{P}$-almost all $x \in U^N$ and for all $Q \in \mathcal{Q}_{\ell_1}$ with $\mathcal{L}(Q \cap E) > 0$, we have

$$N^*_{\ell_2}(Q \cap E \cap \bigcup_{i=m_1+1}^{\infty} A_i(x_i)) = N^*_{\ell_2}(Q \cap E) > 2^{\ell_2}(d-\delta),$$

where we used (6.8) and the fact that $N^*_{\ell}(Q \cap A) = N^*_{\ell}(Q \cap A)$ for all $\ell \in \mathbb{N}$, $Q \in \mathcal{Q}_{\ell}$ and $A \subset \mathbb{R}^d$. By (6.6) and Lemma 6.3, we find a large integer $m_2 > m_1$ and a Borel set $\Lambda_2 \subset U^{m_2}$ with $\eta^{m_2}(\Lambda_2) > 1 - \frac{\varepsilon}{2}$ such that, for all $(x_1, \ldots, x_{m_2}) \in \Lambda_2$,

$$N^*_{\ell_2}(Q \cap E \cap \bigcup_{i=m_1+1}^{m_2} A_i(x_i)) > 2^{\ell_2}(d-\delta)$$
for all \( Q \in \mathcal{Q}_{\ell_1} \) with \( \mathcal{L}(Q \cap E) > 0 \). Define a mapping \( \tau_2: \Lambda_2 \to (0, \infty) \) by

\[
\tau_2(x_1, \ldots, x_{m_2}) := \min \left\{ \mathcal{L}(Q \cap E \cap \left( \bigcup_{i=m_1+1}^{m_2} A_i(x_i) \right)) : Q \in \mathcal{Q}_{\ell_2} \text{ with } \mathcal{L}(Q \cap E \cap \left( \bigcup_{i=m_1+1}^{m_2} A_i(x_i) \right)) > 0 \right\}.
\]

By (C-2), the function \( \tau_2 \) is continuous and, hence, Borel measurable on \( \Lambda_2 \). Since \( \tau_2(x_1, \ldots, x_{m_2}) > 0 \) for all \( (x_1, \ldots, x_{m_2}) \in \Lambda_2 \), there exist \( \gamma_2 > 0 \) and a Borel set \( \Lambda'_2 \subset \Lambda_2 \) such that

\[
\eta^{m_2}(\Lambda'_2) > \frac{\varepsilon}{6} + 1 - \frac{2\varepsilon}{3}
\]

and

\[
\tau_2(x_1, \ldots, x_{m_2}) \geq \gamma_2
\]

for all \( (x_1, \ldots, x_{m_2}) \in \Lambda'_2 \). Choose \( \ell_3 > \ell_2 \) so that \( 2^{-\ell_3 \delta} < \gamma_2 \). Lemma 6.2 implies that, for all \( (x_1, \ldots, x_{m_2}) \in \Lambda'_2 \) and \( Q \in \mathcal{Q}_{\ell_3} \),

\[
N'_{\ell_3}(Q \cap E \cap \left( \bigcup_{i=m_1+1}^{m_2} A_i(x_i) \right)) \geq 2^\ell_3d \gamma_2 > 2^\ell_3(d - \delta)
\]

provided that \( \mathcal{L}(Q \cap E \cap \left( \bigcup_{i=m_1+1}^{m_2} A_i(x_i) \right)) > 0 \). Again, by (6.7), we find \( m_3 > m_2 \) and a Borel set \( \Lambda_3 \subset \Lambda'_2 \times \prod_{i=m_2+1}^{m_3} U \subset \Lambda_2 \times \prod_{i=m_2+1}^{m_3} U \subset U^{m_3} \) such that

\[
\eta^{m_3}(\Lambda_3) > \eta^{m_2}(\Lambda'_2) - \frac{\varepsilon}{12} > 1 - \frac{3\varepsilon}{4}
\]

and, moreover, for all \( (x_1, \ldots, x_{m_2}) \in \Lambda_{m_3} \) and \( Q \in \mathcal{Q}_{\ell_3} \),

\[
N'_{\ell_3}(Q \cap E \cap \left( \bigcup_{i=m_1+1}^{m_{j+1}} A_i(x_i) \right)) \geq 2^\ell_3(d - \delta)
\]

provided that \( \mathcal{L}(Q \cap E \cap \left( \bigcup_{i=m_1+1}^{m_{j+1}} A_i(x_i) \right)) > 0 \).

Continuing the above process, we construct recursively two increasing sequences \( (\ell'_k)_{k \in \mathbb{N}} \) and \( (m_k)_{k \in \mathbb{N}} \) of integers and a sequence \( (\Lambda_k)_{k \in \mathbb{N}} \) of Borel sets such that \( \Lambda_k \subset U^{m_k}, \Lambda_{k+1} \subset \Lambda_k \times \prod_{i=m_k+1}^{m_{k+1}} U, \eta^{m_k}(\Lambda_k) > 1 - \frac{(2k-1)\varepsilon}{2k} \) and inequality (6.10) holds for all \( (x_1, \ldots, x_{m_{k+1}}) \in \Lambda_{k+1} \). Setting \( \Omega := \bigcap_{k=1}^{\infty} (\Lambda_k \times \prod_{i=m_k+1}^{\infty} U) \), gives

\[
\mathbb{P}(\Omega) = \lim_{k \to \infty} \eta^{m_k}(\Lambda_k) \geq 1 - \varepsilon
\]

and, moreover, (6.10) holds for all \( x \in \Omega \). This completes the proof. \( \square \)

Now we are ready to prove our main result on the packing dimension of random covering sets.
Theorem 6.5. Let $E \subset \mathbb{R}^d$ be compact with $\eta(E) > 0$. Suppose that $\eta|_E$ is equivalent with $\mathcal{L}|_E$. Let $(A_n(x))_{n \in \mathbb{N}}$ be a sequence of compact-set-valued functions defined on $U$ satisfying the conditions (C-1) and (C-2) from Section 4. In addition, suppose that, for all compact sets $F \subset E$ with $\mathcal{L}(F) = 0$,
\begin{equation}
\sum_{n=1}^{\infty} \eta\left(\{x \in F : \mathcal{L}(F \cap A_n(x)) > 0\}\right) = \infty.
\end{equation}
Then, for $\mathbb{P}$-almost all $x \in U^N$,
$$\dim_{\mathbb{P}}(\limsup_{n \to \infty} A_n(x_n)) = d.$$ 

Proof. Let $\ell \in \mathbb{N}$, and let $F \subset E$ be compact with $\mathcal{L}(F) > 0$. By Proposition 6.4, it is sufficient to prove that, for all $n \in \mathbb{N}$,
\begin{equation}
N_\ell^x(F \cap \bigcup_{i=n}^{\infty} A_i(x_i)) = N_\ell^x(F)
\end{equation}
for $\mathbb{P}$-almost all $x \in U^N$. Note that (6.13) is equivalent to the statement that, for all $Q \in \mathcal{Q}_\ell$ with $\mathcal{L}(Q \cap F) > 0$,
\begin{equation}
\mathcal{L}(Q \cap F \cap \bigcup_{i=n}^{\infty} A_i(x_i)) > 0 \text{ for } \mathbb{P}\text{-almost all } x \in U^N.
\end{equation}
Fix $Q \in \mathcal{Q}_\ell$ with $\mathcal{L}(Q \cap F) > 0$. For all $k \in \mathbb{N}$, we consider the independent events
$$E_k := \{x_k \in Q \cap F : \mathcal{L}(Q \cap F \cap A_k(x_k)) > 0\}.$$ 
Replacing $F$ by $Q \cap F$ in (6.12), we have $\sum_{k=1}^{\infty} \eta(E_k) = \infty$. Applying the second Borel-Cantelli lemma, yields (6.14). \hfill \square

We complete this section by proving Theorem 1.1.(d).

Proof of Theorem 1.1.(d). Recall from the introduction that $A_n(x_n) = f(x_n, A_n)$. Since $\mathcal{L}$ is inner regular, we may assume that the sets $A_n$ are compact with $\mathcal{L}(A_n) > 0$ and properties (C-1) and (C-2) are satisfied. Let $F \subset U$ be a compact set with $\mathcal{L}(F) > 0$ such that $\sigma|_E$ is equivalent with $\mathcal{L}|_F$. As in the proof of Theorem 1.1.(b), we may replace $f(x_n, A_n)$ by $W(x_n, A_n)$. Then (6.12) follows from Lemma 2.3. Hence, Theorem 6.5 implies the claim. \hfill \square

7. Proof of Corollary 1.2 and examples

The aim of this section is to verify Corollary 1.2 and to discuss the sharpness of our results. We begin by proving Corollary 1.2 as a consequence of Theorem 1.1.
follows from Theorem 1.1. □

Example 7.1. Let $Q_1, Q_2 \subset \mathbb{R}^d$ be disjoint open cubes with side lengths $r_1$ and $r_2$, respectively. Let $0 < \rho < 1$. Divide $Q_2$ into 2nd subcubes $Q_2^i$ and set $F_{Q_2} := \bigcup_{j=1}^{2^d} \rho Q_2^j$, where $\rho Q$ is the concentric cube with $Q$ having side length $\rho$ times that of $Q$. Define $A := Q_1 \cup F_{Q_2}$. Using the change of variables $x' = r_i x$ for $i = 1, 2$, one easily sees that $I_t(Q_1) = C_1 r_1^{-t} \mathcal{L}(Q_1)^2$ and $I_t(F_{Q_2}) \leq C_2 r_2^{-t} \mathcal{L}(F_{Q_2})^2$, where $C_1$ and $C_2$ are constants depending only on $d$ and $t$. Choosing sufficiently small $\rho > 0$, guarantees that $\mathcal{L}(A) < 2 \mathcal{L}(Q_1)$ which, in turn, implies that

$$
\frac{g_t(A)}{g_t(F_{Q_2})} \leq \frac{4 \mathcal{L}(Q_1)^2}{I_t(Q_1)} \frac{I_t(F_{Q_2})}{\mathcal{L}(F_{Q_2})^2} \leq C \left( \frac{r_1}{r_2} \right)^t,
$$

where $C$ is a constant. Hence, $G_t(A) \geq g_t(F_{Q_2}) \geq C^{-1}(\frac{r_2}{r_1})^t g_t(A)$. Since the ratio $\frac{r_2}{r_1}$ can be chosen arbitrarily large, we conclude that even for open sets and for $\sigma := \mathcal{L}$, the lower bound given for $\dim_{\mathcal{H}} E(x, A)$ in [47] by means of $g_t$ may be strictly smaller than the quantity $s_0(A)$ in Theorem 1.1 (see (1.3)). □

We continue by constructing examples that demonstrate the sharpness of our results. We begin with showing that the lower bound proven by Persson (see (1.3)) is not always sharp.

Example 7.2. Let $\sigma := \mathcal{L}$ on $\mathbb{T}^2$ and set $\mathbb{P} := \prod_{i=1}^{\infty} \sigma$. Define $f(x, y) : \mathbb{T}^2 \times \mathbb{T}^2 \to \mathbb{T}^2$ by $f(x, y) = x + y$ for all $(x, y) \in \mathbb{T}^2 \times \mathbb{T}^2$. For every $n \in \mathbb{N}$, let $E_n := [0, 1] \times \{0\} \subset \mathbb{T}^2$.
T^2 and F_n := \bigcup_{i=1}^\infty B(y_i,2^{-n-i}) \subset T^2 where the centres y_i are dense in E_n. Set A_n := E_n \cup F_n and write A := (A_n)_{n \in \mathbb{N}}, E := (E_n)_{n \in \mathbb{N}} and F := (F_n)_{n \in \mathbb{N}}. We deduce that \mathcal{L}(A_n \cap B(y,r)) > 0 for all r > 0 and y \in A_n but
\liminf_{r \to 0} \frac{\mathcal{L}(A_n \cap B(y,r))}{\mathcal{L}(B(y,r))} = 0
for H^1 \text{-almost all } y \in E_n \setminus F_n, which follows by applying the Lebesgue density theorem for H^1 |_{E_n} and noting that \mathcal{L}(A_n \cap B(y,r)) \leq 2rH^1(B(y,r) \cap E_n \cap F_n). Recall that
\limsup_{n \to \infty} (x_n + A_n) = \limsup_{n \to \infty} (x_n + E_n) \cup \limsup_{n \to \infty} (x_n + F_n).
Now \sum_{n=1}^\infty H^1(\mathcal{E}_n) = \infty and \sum_{n=1}^\infty H^1(F_n) < \infty for all t > 0. Thus t_0(A) = 1 and t_0(F) = 0. By Corollary 1.2, we have \dim_H(\limsup_{n \to \infty} (x_n + F_n)) = 0 for all \mathbf{x} \in (T^2)^N. Furthermore, \limsup_{n \to \infty} (x_n + E_n) = \emptyset \mathcal{P} \text{-almost surely, since}
\mathbb{P}\left((x_n + E_n) \cap (x_m + E_m) \neq \emptyset \text{ for some } n, m \in \mathbb{N} \text{ with } n \neq m\right) = 0.
We conclude that \dim_H(\limsup_{n \to \infty} (x_n + A_n)) = 0 < 1 = t_0(A) \mathbb{P} \text{-almost surely. Observe that } s_0(A) = s_0(F) = 0.

Next we construct an example illustrating that if the generating sets A_n do not have positive Lebesgue density it is possible that \dim_H \mathbf{E}(x,A) > s_0(A) \text{ almost surely. For this purpose, we recall the following notation from [20].}

**Definition 7.3.** For all 0 < s \leq d, let
\mathcal{G}^s(\mathbb{R}^d) := \{ F \subset \mathbb{R}^d : F \text{ is a } G_\delta \text{-set such that } \dim_H(\bigcap_{i=1}^\infty f_i(F)) \geq s \text{ for all similarities } f_i : \mathbb{R}^d \to \mathbb{R}^d, i \in \mathbb{N}\}.
We say that the sets in the class \mathcal{G}^s(\mathbb{R}^d) have large intersection property.

In [20, Theorem A], Falconer showed that \mathcal{G}^s(\mathbb{R}^d) is the maximal class of \mathcal{G}_\delta \text{-sets of Hausdorff dimension at least } s \text{ which is closed under countable intersections and similarities. Moreover, in [20, Theorem B], he gave several equivalent ways to define the class } \mathcal{G}^s(\mathbb{R}^d), \text{ one of them being}

(7.1) \quad F \in \mathcal{G}^s(\mathbb{R}^d) \iff \mathcal{M}^s(\mathcal{F} \cap Q) = \mathcal{M}^s(Q) \text{ for all dyadic cubes } Q,
where \mathcal{M}^s_\infty \text{ is the } s \text{-dimensional net content defined as in (1.6) with covering sets being dyadic cubes. Definition (7.1) was extended by Bugeaud [9] and Durand [14] for general gauge functions and open subsets of } \mathbb{R}^d.
Example 7.4. Let $\sigma := \mathcal{L}$ on $\mathbb{T}^d$, $\mathbb{P} := \prod_{i=1}^{\infty} \sigma$ and define $f : \mathbb{T}^d \times \mathbb{T}^d \to \mathbb{T}^d$ by $f(x, y) = x + y$ for all $(x, y) \in \mathbb{T}^d \times \mathbb{T}^d$. Consider $0 < s < t < d$ and choose a sequence $(B_i)_{i \in \mathbb{N}}$ of open balls such that $\dim_H \mathbf{E}(\mathbf{x}, (\overline{B_i})_{i \in \mathbb{N}}) = t$ for $\mathbb{P}$-almost all $\mathbf{x} \in (\mathbb{T}^d)^{\mathbb{N}}$. Fix such a typical covering set and denote it by $F$. Assume that $(B_i)_{i \in \mathbb{N}}$ is a sequence of open balls such that $\dim_H \mathbf{E}(\mathbf{x}, (B_i)_{i \in \mathbb{N}}) = s$ for $\mathbb{P}$-almost all $\mathbf{x} \in (\mathbb{T}^d)^{\mathbb{N}}$. Let $(r_i)_{i \in \mathbb{N}}$ be a decreasing sequence of positive real numbers which tends to 0 so slowly that $\mathbf{E}(\mathbf{x}, (B(0, \frac{s}{2^i})_{i \in \mathbb{N}})) = \mathbb{T}^d$ for $\mathbb{P}$-almost all $\mathbf{x} \in (\mathbb{T}^d)^{\mathbb{N}}$ (for the existence of such $(r_i)_{i \in \mathbb{N}}$, see [36]). Viewing $\mathbb{T}^d = [-\frac{1}{2}, \frac{1}{2}]^d \subset \mathbb{R}^d$, we define $A_i := r_i F \cup B_i$ for all $i \in \mathbb{N}$ and set $A := (A_i)_{i \in \mathbb{N}}$.

The fact that $\dim_H F < d$ implies that $\mathcal{L}(F) = 0$ and, hence, $G_t(A_i) = G_t(B_i)$ for all $i \in \mathbb{N}$, giving $s_0(A) = s$ (recall (1.8)). By [13, Theorem 2], we have $F \in \mathcal{G}^t([-\frac{1}{2}, \frac{1}{2}]^d)$. Let $\tilde{F}$ be the lift of $F$ to $\mathbb{R}^d$ by a covering map. We claim that $\tilde{F} \in \mathcal{G}^t(\mathbb{R}^d)$. Indeed, to prove this claim, by [14, Lemma 10], it is enough to show that the equality in (7.1) (in which $F$ is replaced by $\tilde{F}$) holds for all dyadic cubes $Q$ with small diameter. This is the case, since $F \in \mathcal{G}^t([-\frac{1}{2}, \frac{1}{2}]^d)$ and $\tilde{F}$ is the lift of $F$. Since $\mathcal{G}^t(\mathbb{R}^d)$ is closed under countable intersections and similarities by [20, Theorem A], we obtain $\tilde{H}(\mathbf{x}) := \bigcap_{i=n}^{\infty} (x_i + r_i \tilde{F}) \in \mathcal{G}^t(\mathbb{R}^d)$ for all $\mathbf{x} \in \mathbb{T}^d$ and, thus, $H(\mathbf{x}) := \tilde{H}(\mathbf{x}) \cap [-\frac{1}{2}, \frac{1}{2}]^d \in \mathcal{G}^t([-\frac{1}{2}, \frac{1}{2}]^d)$ by [14, Proposition 1].

Since $\mathbf{E}(\mathbf{x}, (B(0, \frac{s}{2})_{i \in \mathbb{N}})) = \mathbb{T}^d$ for $\mathbb{P}$-almost all $\mathbf{x} \in \mathbb{T}^d$, every point of $\mathbb{T}^d$ belongs to $B(x_i, \frac{s}{2})$ for infinitely many $i \in \mathbb{N}$. Using the fact that the sequence $(r_i)_{i \in \mathbb{N}}$ tends to zero, we conclude that $[-\frac{1}{2}, \frac{1}{2}]^d \subset \bigcup_{i=n}^{\infty} B(x_i, \frac{s}{2^i}) \cap [-\frac{1}{2}, \frac{1}{2}]^d$ for all $n \in \mathbb{N}$. Combining this with the fact $\tilde{H}(\mathbf{x}) \cap B(x_i, \frac{s}{2^i}) \cap [-\frac{1}{2}, \frac{1}{2}]^d \subset x_i + r_i \tilde{F}$ for all $i \geq n$, leads to $H(\mathbf{x}) \subset \bigcup_{i=n}^{\infty} (x_i + r_i \tilde{F})$ for $\mathbb{P}$-almost all $\mathbf{x} \in \mathbb{T}^d$. By [14, Proposition 1], every $G^t_\delta$-set containing a subset in $\mathcal{G}^t([-\frac{1}{2}, \frac{1}{2}]^d)$ belongs to $\mathcal{G}^t([-\frac{1}{2}, \frac{1}{2}]^d)$. Thus, $\mathbb{P}$-almost surely, $\dim_H (\bigcap_{i=1}^{\infty} \bigcup_{i=n}^{\infty} (x_i + r_i \tilde{F})) \geq t$, giving

$$\dim_H \mathbf{E}(\mathbf{x}, A) \geq \dim_H \mathbf{E}(\mathbf{x}, (r_i F)_{i \in \mathbb{N}}) \geq t > s = s_0(A)$$

for $\mathbb{P}$-almost all $\mathbf{x} \in (\mathbb{T}^d)^{\mathbb{N}}$.

Finally, we give examples which show that Theorem 1.1 fails if the distribution $\sigma$ is singular with respect to the Lebesgue measure.

Example 7.5. (a) Let $f(x, y)$ be as in Example 7.4 and let $\sigma := \delta_{x_0}$ for some $x_0 \in \mathbb{T}^d$. Set $\mathbb{P} := \prod_{i=1}^{\infty} \sigma$. Defining $A_n := B(0, n^{-\frac{d}{2}}) \setminus \{0\}$, we obtain $s_0(A) = t_0(A) = d$. However, $\limsup_{n \to \infty} \langle x_n + A_n \rangle = 0$ $\mathbb{P}$-almost surely. Thus, Theorem 1.1 is not valid.

(b) Let $s < d$ and let $C$ be the regular 2$^d$-corner Cantor set on $\mathbb{T}^d$ with $\dim_H C = \dim_H C = s$. Set $\sigma := \mathcal{H}^s |_C$ and assume that everything else is as in example (a).
Then $E(x, A) \subset C$ almost surely. In particular,

$$\dim_H E(x, A) \leq \dim_P E(x, A) \leq s < s_0(A) = t_0(A) = d$$

$\mathbb{P}$-almost surely. Hence, for every $s < d$ there exists a measure $\sigma$ with $\dim_H \sigma = s$ for which Theorem 1.1 fails.

**Remark 7.6.** Seuret [49] and Ekström and Persson [17] have recently obtained results for dimensions of random covering sets generated by balls which are distributed according to singular measures. These results give further examples demonstrating that the assumption of non-singularity of $\sigma$ is necessary for the validity of Theorem 1.1.

8. Further generalisations and remarks

8.1. A weak large intersection property of random covering sets. In [13, 47], it is proved that, when $A = (A_n)_{n \in \mathbb{N}}$ is a sequence of open balls or general open sets on $\mathbb{T}^d$ so that $\sum_{n=1}^{\infty} g_s(A_n) = \infty$ for some $0 < s \leq d$, then almost surely the random covering set $E(x, A)$ has the large intersection property in the sense that $E(x, A) \in G^*$ (cf. Definition 7.3). We remark that this result also holds under a weaker condition that $\sum_{n=1}^{\infty} G_s(A_n) = \infty$, because one may find open subsets $B_n$ of $A_n$ so that $\sum_{n=1}^{\infty} g_s(B_n) = \infty$, according to the following easily checked fact:

$$G_s(A) = \sup \{g_s(B) : B \subset A, B \text{ is open}\}$$

whenever $A$ is open. We emphasise that, in the above investigation, the assumption of $A_n$ being open is essential and cannot be dropped, for otherwise $E(x, A)$ may not be a $G_\delta$-set.

Nevertheless, in the general setting that the sets in $A$ are Lebesgue measurable, we obtain the following weak large intersection property of random covering sets.

**Theorem 8.1.** Assuming that $A$ is a sequence of Lebesgue measurable sets, we have under the conditions of Theorem 1.1 that

$$\dim_H \left( \bigcap_{j=1}^{\infty} E(x^j, A) \right) \geq s_0(A)$$

for $(\prod_{j=1}^{\infty} \mathbb{P})$-almost all $(x^j)_{j \in \mathbb{N}} \in \prod_{j=1}^{\infty} U_{\mathbb{N}}$.

**Proof.** This can be verified by modifying the proof of Proposition 4.5 in the following manner: Let $\varphi : \mathbb{N} \rightarrow \mathbb{N} \times \mathbb{N}$ be a bijection obtained using the diagonal method. Repeat the construction of Proposition 4.5 such that the $n$-th construction step is
done using the variable $x^{\varphi(n)_1}$, where $\varphi(n)_1$ is the first coordinate of $\varphi(n)$. This leads to the conclusion
\[
\dim_H \left( \bigcap_{n=1}^{N_n} \bigcup_{i=N_{n-1}+1}^{N_n} A_i(x_i^{\varphi(n)_1}) \right) \geq s
\]
(cf. (4.9)), which implies the desired result. \hfill \square

8.2. Hausdorff measure of random covering sets. Let $d \in \mathbb{N}$. Denote by $\mathcal{G}$ the collection of functions $h: [0, \infty] \to [0, \infty]$ such that $h$ is increasing, positive near 0, $\lim_{r \to 0} h(r) = h(0) = 0$ and $h(r)r^{-d}$ is decreasing. Any element of $\mathcal{G}$ is called a gauge function. For $F \subset \mathbb{R}^d$ and $h \in \mathcal{G}$, we use $\mathcal{H}^h(F)$ and $\mathcal{H}^h_\infty(F)$ to denote the Hausdorff measure and Hausdorff content of $F$ with respect to the gauge function $h$ (cf. [10, 48]). For instance, $\mathcal{H}^h_\infty(F)$ is defined by replacing $(\text{diam } F_n)^s$ by $h(\text{diam } F_n)$ in the definition (1.6).

In [13], Durand studied the Hausdorff measures of random covering sets on $\mathbb{T}^d$ when $A$ is a sequence of balls of the form $A_n = B(0, r_n)$. Using the mass transference principle established in [3], he showed that, for any $h \in \mathcal{G}$ with $\lim_{r \to 0} h(r)r^{-d} = \infty$, almost surely
\[
\mathcal{H}^h(\mathcal{E}(x, A)) = \begin{cases} 
\infty & \text{if } \sum_{n=1}^{\infty} h(r_n) = \infty, \\
0 & \text{otherwise.}
\end{cases}
\]
However, this approach does not extend to the general case when the sets in $A$ are not ball-like, since the mass transference principle may fail in such situation.

To deal with the general case, let us introduce some notation. For a Lebesgue measurable set $F \subset \mathbb{R}^d$ with $\mathcal{L}(F) > 0$ and $h \in \mathcal{G}$, we define the $h$-energy of $F$ by
\[
I_h(F) := \iint_{F \times F} h(|x - y|)^{-1} d\mathcal{L}(x)d\mathcal{L}(y).
\]
Set $g_h(F) := \mathcal{L}(F)^2 I_h(F)^{-1}$ and use $g_h$ to define $G_h(F)$ as in (1.9). Following the argument in the proof of Lemma 3.2 with routine changes, we can show that
\[(8.1)\]
\[
\mathcal{H}^h_\infty(F) \geq G_h(F).
\]
As a generalisation of Theorem 1.1, we have the following result on the Hausdorff measures of general random covering sets.

**Theorem 8.2.** Let $h \in \mathcal{G}$. Under the assumptions of Theorem 1.1, we have
\[
(i) \sum_{n=1}^{\infty} \mathcal{H}^h_\infty(A_n) < \infty \implies \mathcal{H}^h(\mathcal{E}(x, A)) = 0.
\]
\[
(ii) \sum_{n=1}^{\infty} G_h(A_n) = \infty \implies \mathcal{H}^h(\mathcal{E}(x, A)) = \infty \text{ for } P\text{-almost all } x \in U^N,
\]
provided that $I_h(B(0, R)) < \infty$ for all $R > 0$ and $A_n$ are Lebesgue measurable.
(iii) Assume that \( r \mapsto h(r)r^{-d+\varepsilon} \) is decreasing for some \( \varepsilon > 0 \) and, moreover, assume that \( \tilde{h} \in \mathcal{G} \) is such that the inequality \( \tilde{h}(r) \leq h(r)^{1+\delta} \) is valid for some \( \delta > 0 \) and all \( r > 0 \). Then
\[
\sum_{n=1}^{\infty} G_h(A_n) < \infty \implies \sum_{n=1}^{\infty} \mathcal{H}_h^\infty(A_n) < \infty,
\]
provided that \( A_n \) are Lebesgue measurable with positive Lebesgue density.

Proof. Statement (i) follows from a routine modification of the proof of Lemma 3.1. Statement (ii) follows from the proof of Theorem 1.1.(b) with slight modifications. Indeed, in the proof of Theorem 1.1.(b), the only place where the fact that the kernel is \( |x| - s \) is needed is inequality (2.11) (see the proof of Lemma 2.4). To extend that inequality associated to \( h \), it is enough to have that
\[
(8.2) \quad h(r) \leq (1 + O(\varepsilon))h((1 - \varepsilon)r) \quad \forall 0 < r < 2R.
\]
Note that \( h \) is doubling in the sense that \( h(2r) < ch(r) \) for some constant \( c > 1 \), which follows from the fact that \( h(r)r^{-d} \) is decreasing. Hence, the gauge function \( \tilde{h} \) obtained from \( h \) as the linear interpolation of \( h \) at points \( 2^{-n}, n \in \mathbb{N} \), is equivalent with \( h \) and satisfies (8.2). Now Proposition 4.5 implies that \( \mathcal{H}_h(E(x, A)) > 0 \) \( \mathbb{P} \)-almost surely. It is not difficult to see that if \( \sum_{n=1}^{\infty} G_h(A_n) = \infty \) there exists a gauge function \( h' \) such that \( \lim_{r \to 0} h'(r)h(r)^{-1} = 0 \) and \( \sum_{n=1}^{\infty} G_{h'}(A_n) = \infty \). Therefore, \( \mathcal{H}_{h'}(E(x, A)) > 0 \) which implies \( \mathcal{H}_h(E(x, A)) = \infty \).

The proof of (iii) is essentially identical to that of Lemma 3.10. Observe that one may assume that \( \mathcal{H}_h(B(0, R)) > 0 \) for some \( R > 0 \) since otherwise the claim is trivial. The assumption that \( h(r)r^{-d+\varepsilon} \) is decreasing is needed at the end of the proof of Lemma 3.7 when the term (II) is estimated. (Recall that Lemma 3.7 is needed in the proof of Proposition 3.8). Observe that heuristically \( \mathcal{H}_h(B(0, R)) > 0 \) means that \( \tilde{h}(r) \) should be larger than \( r^d \) for small \( r > 0 \) and, therefore, \( h(r) \) should be larger than \( r^{d+\varepsilon} \) for small \( r > 0 \).

Remark 8.3. One may expect that, for some \( R > 0 \), there exists a constant \( C > 0 \) such that, for all Lebesgue measurable sets \( F \subset B(0, R) \),
\[
(8.3) \quad \mathcal{H}_h^\infty(F) \leq CG_h(F).
\]
If so, the condition \( \sum_{n=1}^{\infty} G_h(A_n) = \infty \) in Theorem 8.2.(ii) can be replaced by
\[
\sum_{n=1}^{\infty} \mathcal{H}_h^\infty(A_n) = \infty.
\]
However, (8.3) does not hold for general doubling gauge functions even in the case where \( F \) is a ball. Indeed, let \( h(r) = r^d(\log r)^2 \) for all \( 0 < r < r_0 \), where \( r_0 \) is chosen
such that $h$ is increasing. A straightforward calculation implies that $I_h(B(x, r))$ is comparable to $(r^d |\log r|)^{-1}$. Applying [45, Theorem 1.15] to product measures, making a discrete approximation and using the fact that the sum $\sum_{i=1}^{n} a_i^2$ is minimised for the uniform probability vector $(a_1, \ldots, a_n)$, it is not difficult to see that $g_h(B(x, r))$ is comparable to $G_h(B(x, r))$. Therefore, $G_h(B(x, r))$ is comparable to $h(r)|\log r|^{-1}$ while $Hh_{\infty}(B(x, r))$ is comparable to $h(r)$.

Remark 8.4. Here we indicate how $G_h(F)$ can be calculated for some concrete examples. Assume that $F = B(x, r)$. It follows immediately from the definition that $G_h(F) \leq h(2r)$. If $h(r)r^{-d+\varepsilon}$ is decreasing for some $\varepsilon > 0$ (thus $h$ is doubling), one easily sees that $I_h(F) \leq Cr^{2d}h(r)^{-1}$ for some constant $C > 0$. Therefore, $G_h(F)$ is comparable to $h(r)$. Another easily calculable example is when $F$ is a rectangle (or parallelepiped in higher dimensions) with side lengths $a \geq b$. Then $G_s(F)$ is comparable to $a^s$ for $0 < s < 1$ and to $ab^{s-1}$ for $1 < s < 2$.

Remark 8.5. Basing on the above remark, one can verify that (8.3) holds in the following particular cases: (i) $F$ is a ball and $h$ is a gauge function so that $r \mapsto h(r)r^{-d+\varepsilon}$ is decreasing for some $\varepsilon > 0$; (ii) $F$ is a rectangle, and $h(r) = r^s$ for some non-integer $s \in (0, 2)$.

8.3. A question on the measurability of level sets of random covering sets.

It is a natural question whether $\dim E(x, A)$ takes a constant value almost surely in the general setting that $A$ is a sequence of Lebesgue measurable sets, where $\dim$ is either the Hausdorff, packing or box counting dimension. It is obvious that $\dim E(x, A)$ does not depend on a finite number of coordinates $x_i$. Therefore,

$$F_s := \{x \in U^\mathbb{N} : \dim E(x, A) = s\}$$

is a tail event for every $0 \leq s \leq d$, provided that $F_s$ is measurable. In this case, the Kolmogorov’s zero-one law would imply that $x \mapsto \dim E(x, A)$ is almost surely a constant. Theorem 1.1 gives the value of this constant under further assumptions on $A$.

Using the results of Dellacherie [12] and Mattila and Mauldin [46], it is easy to see that $F_s$ is measurable with respect to the $\sigma$-algebra generated by analytic sets provided that the sets $A_n$ are analytic for all $n \in \mathbb{N}$ (for details see [33]). For Lebesgue measurable generating sets $(A_n)_{n \in \mathbb{N}}$, we do not know whether the sets $F_s$ are measurable or not.
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