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Abstract: The neural networks have become an extremely useful tool in various 
applications such as statistical learning and sampling. The empirical success urges a 
theoretical investigation based on mathematical models. Recently it has become popular 
to treat the training of the neural networks as an optimization on the space of probability 
measures. In this talk we show that the optimizer of such optimization can be 
approximated using the so-called mean-field Langevin dynamics. This theory sheds light 
on the efficiency of the (stochastic) gradient descent algorithm for training the neural 
networks. Based on the theory, we also propose a new algorithm for training the 
generative adversarial networks (GAN), and test it to produce sampling of simple 
probability distributions. 
 
Bio: Dr. Ren did his undergraduate study in mathematics at Fudan University, and then 
obtained his master and PhD degree in applied mathematics at Ecole Polytechnique Paris. 
His research so far focuses on the topics closely related to the theory of stochastic 
processes and optimal control, such as the path-dependent PDE, the backward SDE and 
the mean-field games. He is mostly interested in the applications in quantitative finance 
and, more recently, in neural networks. 


