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Abstract:  Analyzing learning from examples in feedforward neural networks is significant for both 
understanding and designing neural networks. The learning process using stochastic gradient descent has 
deep analogy to the Langevin dynamics in diffusion process. The stochastic training leads to a Gibbs 
distribution of networks characterized by a temperature related with the learning rate and batch size during 
training. When a network converges to an equilibrium point, an analysis on the generalization ability follows. 
Exact treatment of the quenched disorder of the sample entails the use of replica theory in describing 
generalization. Of special interest is the generalization curve, namely, the curve describing the relation 
between generalization error and the number of training examples. Different learning tasks including 
activation functions and regularization effect are analyzed within this framework.  Lastly, the training 
dynamics and generalization ability of a normalization trick called batch normalization (BN) are explored. It is 
found that BN enables higher learning rates and prevents overfitting when training deep neural networks 
(DNNs). First, we show an analytical expression that represents the regularization effect in BN, which can be 
decoupled into two parts, a weight normalization and a penalty on its scale parameters. Its properties can be 
well explained by studying this penalty. Second, convergence behavior of BN is analyzed by exploring its 
dynamic of online training, showing that it enables 
large maximum and effective learning rates. 
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