Homework 5 Solutions 2024-2025

The Chinese University of Hong Kong
Department of Mathematics

MMAT 5340 Probability and Stochastic Analysis
Prepared by Tianxu Lan

Please send corrections, if any, to 1155184513@1ink. cuhk.edu.hk

1.

Let (&x)k>1 be a sequence of independent and identically distributed random variables with standard
Gaussian distribution, i.e. & ~ N(0,1). We define X = (X,,)n>0 as follows:

"1
Xo:=0, X,:= Z &k for all n > 1.

(a) Prove that X is a martingale.

Proof. We only check the martingale property (but you need to check other properties). Indeed,

1 1
EXol ] = B + B | —bunl | = X+ i Blénnn] = X,

by measurability of X,, with respect to F,, and independence of £, 11 with respect to F,.

(b) Prove that sup,,.y F[|X,|*] < 0o

Hint: You may use the fact that Y -, k% < oo without proof.
Proof. Note the elementary identity:

L | "1
|xn2—(zksk) y Laay e
k=1 k=1 i£]

Taking the expectation, we have
1 11
FIXal) = 3 7 Pl + 2> 7Bl
i#£j
Since E[&}] = Var[¢,] + E[¢)? = 1 and {&; }x>1 are independent, it follows that
1
I =Y
k=1

Hence, we have

8

1
sup E| X, "] <) 7 <.
n h—1

(c)

By the convergence theorem of the martingale (Theorem 2.4), we know that X,, — X, a.s. and in L2
for some random variable X, as n — oco.



(1)
Compute the characteristic function v,, of X,,, where 1, is defined as

Yo (0) := E[e?®X"] 9 cR.

(ii)
Compute
¥(0) := lim ¢,(0), 0€cR.
n—oo
(iii)
Identify the distribution of X,,. Hint: % is the characteristic function of X., and the distribution of a

random variable is uniquely determined by its characteristic function.
Proof. First note that

n

1 1 1 "1

k=1

Knowing the distribution of X,,, we compute 1, directly by evaluating the integral. Denote o2 :=

w_1 7z We have, by definition,

2

V() = E[e?Xn] = /ewr Lt ¢ 2% du.
\/2mo2

Now, since
d . _
@ezHXn _ (an)ezOX"’,
and X, is integrable, we can differentiate under the integral. Hence, we have
. 1 _ a2
0(0) = / (i) . — 1 dn = —00%4,(6).
\/2mo2

Solving this differential equation with the initial condition ,,(0) = 1, we obtain

it =~ 1
U (0) = e 3% where 02 = Z 7
k=1

The limit is N
= li —e 7 2y Ll ™
Y(0) = nhHH;o Yn(0) =e 7%, where 0° : Z Rl

k=1

o
(=)

2.
Let (&)k>1 be a sequence of independent and identically distributed random variables such that P[§, =
+1] = % We define X = (X,,)n>0 as follows:

Xp:=0, X,:= Z?kilfkl{kST}, where 7 := inf{k € N: & = 1}.
k=1

(a) Prove that X is a martingale.

Proof. We only check the martingale property. Indeed, we have

E[Xn+1|]:n] = E[Xnu:n] + E[2n‘£n+11{n+1§7}|fn] =X, + 27LE[£ﬂ+11{n+1§'r}] = X,.



(b) Compute P[r > n] and deduce that P[r < +oo] = 1.

Hint: {r>n}={&H =---=¢, =—1}.
Proof.
1 n
Plr > = PG =& =+ = & = 1)) = P = ~1)- Plea = ~1) P& = 1) = (3 ) -
Thus,
P(TOO)P(U{T>TL}> = lim Plr >n]=0 = Plr <oc]=1.

(c) Prove that X, =1 a.s.

Remark: It may be worth noting that in this case, we have 1 = E[X,] # E[X,] = 0.
Proof.

Xr=) M Glpen =) g =) Myl =@ -+ =1
k=1 k=1 k=1
which holds for all w €  with 7(w) < o0, i.e., X; =1 as.

(d) Compute E[|X,|] and prove that sup,.y E[|X,|]] < oo, and lim, ., X, = X,
a.s.

Hint: E[|X,|] = E[| X0 |1{rom] + B[ Xr | 1ir<ny]-

Proof.
E[[Xallirsny] = E 22’“—1(—1)1{0@1 =Y 2P0 =(2" 1) =10
k=1 k=1
and
T T 1
k-1 k—1 T—1
ElX:1pemy) =B Y 261 any | =E |- 2" (=) + 2771 (1) | Lrcny = P(r <) =1 — T
k=1 k=1
Hence,
1
ElX,[l=2- gn=1 and sup B[ Xy < oo.

For the pointwise limit, note that for w € Q with 7(w) < oo, we have |X,, — X;| = 0 for n > 7(w). The
result follows as P(7 < co0) = 1.
You may also compute the limit directly:

lim X, = nlLH;Q an{.,->n} + XTI{TSR} = X, as.

n—oo



