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1.

Let (ξk)k≥1 be a sequence of independent and identically distributed random variables with standard
Gaussian distribution, i.e. ξk ∼ N(0, 1). We define X = (Xn)n≥0 as follows:

X0 := 0, Xn :=

n∑
k=1

1

k
ξk, for all n ≥ 1.

(a) Prove that X is a martingale.

Proof. We only check the martingale property (but you need to check other properties). Indeed,

E[Xn+1|Fn] = E[Xn|Fn] + E

[
1

n+ 1
ξn+1|Fn

]
= Xn +

1

n+ 1
E[ξn+1] = Xn

by measurability of Xn with respect to Fn and independence of ξn+1 with respect to Fn.

(b) Prove that supn∈NE[|Xn|2] < ∞.

Hint: You may use the fact that
∑∞

k=1
1
k2 <∞ without proof.

Proof. Note the elementary identity:

|Xn|2 =

(
n∑

k=1

1

k
ξk

)2

=

n∑
k=1

1

k2
ξ2k + 2

∑
i ̸=j

1

i
ξi ·

1

j
ξj .

Taking the expectation, we have

E[|Xn|2] =
n∑

k=1

1

k2
E[ξ2k] + 2

∑
i ̸=j

1

i

1

j
E[ξiξj ].

Since E[ξ2k] = Var[ξk] + E[ξk]
2 = 1 and {ξk}k≥1 are independent, it follows that

E[|Xn|2] =
n∑

k=1

1

k2
.

Hence, we have

sup
n
E[|Xn|2] ≤

∞∑
k=1

1

k2
<∞.

(c)

By the convergence theorem of the martingale (Theorem 2.4), we know that Xn → X∞ a.s. and in L2

for some random variable X∞ as n→ ∞.

1



(i)

Compute the characteristic function ψn of Xn, where ψn is defined as

ψn(θ) := E[eiθXn ], θ ∈ R.

(ii)

Compute
ψ(θ) := lim

n→∞
ψn(θ), θ ∈ R.

(iii)

Identify the distribution of X∞. Hint: ψ is the characteristic function of X∞ and the distribution of a
random variable is uniquely determined by its characteristic function.

Proof. First note that

ξk ∼ N(0, 1) =⇒ 1

k
ξk ∼ N(0,

1

k2
) =⇒ Xn =

n∑
k=1

1

k
ξk ∼ N

(
0,

n∑
k=1

1

k2

)
.

Knowing the distribution of Xn, we compute ψn directly by evaluating the integral. Denote σ2
n :=∑n

k=1
1
k2 . We have, by definition,

ψn(θ) = E[eiθXn ] =

∫
eiθx · 1√

2πσ2
n

e
− x2

2σ2
n dx.

Now, since
d

dθ
eiθXn = (iXn)e

iθXn ,

and Xn is integrable, we can differentiate under the integral. Hence, we have

ψ′
n(θ) =

∫
(ix)eiθx · 1√

2πσ2
n

e
− x2

2σ2
n dx = −θσ2

nψn(θ).

Solving this differential equation with the initial condition ψn(0) = 1, we obtain

ψn(θ) = e−
σ2
n
2 θ2

, where σ2
n :=

n∑
k=1

1

k2
.

The limit is

ψ(θ) = lim
n→∞

ψn(θ) = e−
σ2

2 θ2

, where σ2 :=

∞∑
k=1

1

k2
=
π2

6
.

Thus, X∞ ∼ N(0, σ2) = N(0, π
2

6 ).

2.

Let (ξk)k≥1 be a sequence of independent and identically distributed random variables such that P [ξk =
±1] = 1

2 . We define X = (Xn)n≥0 as follows:

X0 := 0, Xn :=

n∑
k=1

2k−1ξk1{k≤τ}, where τ := inf{k ∈ N : ξk = 1}.

(a) Prove that X is a martingale.

Proof. We only check the martingale property. Indeed, we have

E[Xn+1|Fn] = E[Xn|Fn] + E[2nξn+11{n+1≤τ}|Fn] = Xn + 2nE[ξn+11{n+1≤τ}] = Xn.
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(b) Compute P [τ > n] and deduce that P [τ < +∞] = 1.

Hint: {τ > n} = {ξ1 = · · · = ξn = −1}.
Proof.

P [τ > n] = P ({ξ1 = ξ2 = · · · = ξn = −1}) = P (ξ1 = −1) · P (ξ2 = −1) · · ·P (ξn = −1) =

(
1

2

)n

.

Thus,

P (τ = ∞) = P

( ∞⋃
n=1

{τ > n}

)
= lim

n→∞
P [τ > n] = 0 =⇒ P [τ <∞] = 1.

(c) Prove that Xτ = 1 a.s.

Remark: It may be worth noting that in this case, we have 1 = E[Xτ ] ̸= E[X0] = 0.
Proof.

Xτ =

τ∑
k=1

2k−1ξk1{k≤τ} =

τ∑
k=1

2k−1ξk = −
τ∑

k=1

2k−1 + 2τ−1 = −(2τ−1 − 1) + 2τ−1 = 1

which holds for all ω ∈ Ω with τ(ω) <∞, i.e., Xτ = 1 a.s.

(d) Compute E[|Xn|] and prove that supn∈N E[|Xn|] < ∞, and limn→∞Xn = Xτ

a.s.

Hint: E[|Xn|] = E[|Xn|1{τ>n}] + E[|Xτ |1{τ≤n}].
Proof.

E[|Xn|1{τ>n}] = E

[
n∑

k=1

2k−1(−1)1{τ>n}

]
=

n∑
k=1

2k−1 · P (τ > n) = (2n − 1) · 1

2n
= 1− 1

2n

and

E[|Xτ |1{τ≤n}] = E

[
τ∑

k=1

2k−1ξk1{τ≤n}

]
= E

[
−

τ∑
k=1

2k−1(−1) + 2τ−1(1)

]
1{τ≤n} = P (τ ≤ n) = 1− 1

2n
.

Hence,

E[|Xn|] = 2− 1

2n−1
and sup

n
E[|Xn|] <∞.

For the pointwise limit, note that for ω ∈ Ω with τ(ω) < ∞, we have |Xn −Xτ | = 0 for n ≥ τ(ω). The
result follows as P (τ <∞) = 1.

You may also compute the limit directly:

lim
n→∞

Xn = lim
n→∞

Xn1{τ>n} +Xτ1{τ≤n} = Xτ a.s.
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