Solution 7-9

Assignment 7
Q1
(a) Let f(z) = 1|z||*> and h(z) = Az — b. Define a Lagrangian function by
1
L(w, p) = 5 llall* + p" (Az = b)

where = (21,...,2,) and T is a 1 x m row vector. Then, we compute

VIL(z,u)=xz+ A"y

Then, we have VL(z,u) = 0 < ATp = —z x = —ATu. Since
V2L(z,u) = 1 > 0, so we have Rin£ bL(m,u) = L(—A"u,pn). Putting
rER™: Ax=

v =—ATp to L(z, 1), we have

1
L(~A"p, 1) = || = ATl + 1" (A(=A"ps) — b)

2
1
= (AT (AT ) = pT AAT = b
1
= g AAT = piTh

Thus, the dual problem (D) is

Lo ar T
——pur AAT L — b
s (o447 =)

(b) Hence, we define d(u) = —3u” AAT 1 — b, Then, we have
V,d(p) = —AATu—b

Then, we have V,d(u) = 0 < —AATu—b =0 <= AAT; = —b.
Since Vid(u) = —AAT < 0 which is negative definite, and it is clear that the
dual problem has a unique solution if and only if AA” is invertible so that
= —(AAT)~1b, or equivalently, A has rank m.

(c) In this case, from (b), this dual solution is given by p = —(AAT)~1b. Thus,
the minimizer to the problem is

vt = —AT (—(AAT)"1b) = AT(AAT) D



Q2

See the reference book G. Lan, First-order and Stochastic Optimization Methods
for Machine Learning, Spriner 2020.

Q3

Define

flop2) = 3le =27 + 42+ 27,

gl(x7yﬂz) = xQ +y2 - 1a
92(7,y,2) =y + 2.

Clearly, f, g1, and go are convex functions. Consider the feasible set K as
K= {(x,y,2) 12" +y* <1,y +2 <0}

As limg2 2.2 0o f(x,y,2) = 400, so f is a coercive function, so there exists
a minimizer (z*, y*, z*) € K as a solution to the problem. Define the Lagrangian
function as

1
L(w,y, 2,0, 20) = 5[(x = 2)° +97 + 2]+ M(@® +4° = 1) + Xy + 2)

for A1, A2 > 0. Now, we compute

T —2+2\zx
V(:J(:,y,z)L =|y+2My+ A
z + )\2

By Euler’s first-order condition, setting V(, ,, .yL = 0, we have

2
YT oy
— )\2
y——1+2)\17
Z:_)\Q.

So, we have

min L(z,y, 2, A1, A2)
(2,y,2)
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Now, we define d(A1, A2) = 2 3{2;{?”““‘2 for A1, A2 > 0. Then, we compute

200412

_4,\§+4A1,\§3>
1+2)1

Vd(A1, A2) = < A2

By Euler’s first-order condition, we set Vd(A1, A2) = 0. We have

2(1+ A1)Ag =0,
AN2 44N — A2 —3=0.

Then, we have A\ = —1 or Ay = 0.
- ¥*Case 1: \j = —1**
Then putting in the second equation, we have

412 +4(-1) = A3 -3=0 = A\ =-3.

This is rejected since Ay > 0.
- ¥*Case 2: Ay = 0**
Putting into the second equation, we have

1
ANHAN-3=0 = 2\ —-1)(2\+3) =0 = A\ = 5 o M= —g (rejected).

Therefore, we have (A},A;) = (3,0) to be the optimal solution to the
dual problem. Thus, the optimal solution to the minimization problem is
(z%,y",2%) = (1,0,0) and

1

1
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Assignment 8

Q1

(a) The feasible set is

K={(zy,22): (21— 1)*+ (22 - 1)* <1, (21 — 1)* + (22 + 1)* < 1}
= {(.’El,xg) : (CUl - 1)2 + (1'2 - 1)2 S ].} n {(xl,LEg) : (.’[1 - 1)2 + (SL’Q + 1)2 S ].}
={(1,0)}.

and the optimal solution z* € K = {(1,0)}, so 2* = (1,0).
(b) For (z7,2%) € K, and A1, A2 > 0, the KKT condition is

23 2(zy = 1) 2(x7 —=1)\ (0
(293;) A (2(:@ - 1)) A2 (2(95; + 1)) - (0) ’
A((ay =1)% + (x5 - 1)> = 1) =0,

Aa((z3—1)2 4+ (z5+1)2—1)=0.



Suppose there exists such A}, A\5. From (a), since z* = (z7,23) = (1,0) is an
optimal solution. Plugging into the first equation, it gives

2 L (2(1-1) L (20-1)\ (0
(0) A (2(0— 1)) A (2(0+ 1)) = \o)
which gives a contradiction! So, there does not exist such A}, A5 such that z*,
(AT, A3) satisfy the above KKT conditions.

Q2

Since x* € R", \* € R™ satisfy the KKT conditions, then we have
m
(Vf(@"),x —z") = <— Z Agi(z*),z — x*>
i=1
== A{gi(a"),x —a")
i=1
==Y A (Vgi(*),z - z%).
i=1

As g; are convex, so for any ¢ € (0, 1), we have
gi(tx + (1 —t)x™) < tg;(x) + (1 — t)gi(z™).

And by Taylor’s expansion, we have

2
gi(x) = gi(¢") + t(Vgi(a™), 2 — ") + %(I —2*)" Hess(g;)(x — )
> gi(x*) + t{(Vgi(z¥), z — ") (" Hess(g;) > 0 by convexity)
(Voila*), o —2°) < & (9:() — gila).

Thus, we have

(Vf(x"),z —a*)y = — ZA?(Vgi(x*), x —z*)

for all feasible x.



. —N - N log(—d;) ifdeRY,
f(d) = )
+00 otherwise.

(b) f*(d) = L(d— b)TA~ (d —b) —
(c) F*(d) = {0 if fldf <1,

+o00 otherwise.

Assignment 9

Q1
(i) Define f(z) = 327 Qz + c'x and the feasible region
Ki={zeRV:l<z,<uVk=1,...,N}.

Now, we check the following conditions:
- K is convex and closed:
For any z,y € K and t € (0, 1), then

L1 Y1
te+(1—tyy=t| : | +0—1t)

TN YN

tey + (1 -ty

tey + (1 —t)yn
Since for each k =1,..., N, we have { < zp,yx < u, and so we have
C <ty + (1= yr <u,
this implies that tz + (1 —t)y € K, so K is convex. The closeness of K is due
to K = K.
- Hess(f) = aly for some a > 0:
Note that Vf(z) = Qx + ¢ and Hess(f) = @, which is symmetric positive-

definite. So all its eigenvalues are strictly positive, ordering its eigenvalues as
A1 > Ay > - > Ay > 0. Now, for any v # 0, we have

vTQu

vTy

0< Ay <

< A1

Choose a = %)\N > 0 such that for any v # 0, we have
vl (Hess(f) — aly)v =0T (Q — aly)v
=0TQu—avTv

1
> iANvTv > 0.



So, Hess(f) — $AnIy is positive definite.
- Vf is M-Lipschitz:
For any x,y € K, note that

IVf(x) = Vil = Q= -yl
<|[1Qllllx = yl-

By choosing M = ||Q||, then the condition holds.
- From the above, we require that

2a ) _ (o, v
Pe <°M> - <O’ ||Q||2)'

This problem satisfies the condition of the Projected Gradient Algorithm.

Q2
Define f(z) = i||z||? = 3272 and K := {z : Az = b}. Now, it remains to check
the following conditions:

- f is strongly convex and coercive:

Note that f is clearly coercive since

lim f(z) = +oo.
llzll =00

To show that f is strongly convex, we compute
Vf(z) =z, and Hess(f)= Iy,

which is positive definite, so f is strongly convex.
- Linear constraint:
It is clear that Az = b is a linear constraint.
Thus, the problem satisfies the condition of the Uzawa Algorithm.



