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1. Below are the simultaneous iteration method with shift and the QR iteration method with shift.

Shifted Simultaneous Iteration

Let Q(0) = I
For k = 0, 1, 2, . . .

• Choose shift sk

• Y = (A− skI)Q̄
(k)

• QR factorization of Y : Y = Q̄(k+1)R(k+1)

Denote R̄(k) = R(k)R(k−1) · · ·R(1)

Shifted QR Iteration

Let A(0) = A
For k = 0, 1, 2, . . .

• Choose shift sk

• Q
(k+1)
QR R

(k+1)
QR = A(k) − skI

• A(k+1) = R
(k+1)
QR Q

(k+1)
QR + skI

Denote Q̄
(k)
QR = Q

(1)
QRQ

(2)
QR · · ·Q(k)

QR, R̄
(k)
QR = R

(k)
QRR

(k−1)
QR · · ·R(1)

QR

(a) According to the definition of shifted QR iteration, directly proveA(k+1) =
(
Q

(k+1)
QR

)T

A(k)Q
(k+1)
QR

and A(k) =
(
Q̄

(k)
QR

)T

AQ̄
(k)
QR.

(b) To prove the following properties, you may need mathematical induction.

i. (A− skI)(A− sk−1I) · · · (A− s0I) = Q̄(k+1)R̄(k+1)

ii. (A− skI)(A− sk−1I) · · · (A− s0I) = Q̄
(k+1)
QR R̄

(k+1)
QR

(Hint: using the conclusion in (a), show A− skI = Q̄
(k+1)
QR

(
A(k+1) − skI

) (
Q̄

(k+1)
QR

)T

)

iii. Q̄(k+1) = Q̄
(k+1)
QR and R̄(k+1) = R̄

(k+1)
QR

2. Suppose A is real symmetric positive definite, and let the nonzero pi’s be A−orthogonal, that is.

pT
i Apj = 0 if i ̸= j. let xk = x0 +

k-1∑
j=0

αjpj , and f(x) = 1
2x

TAx− bTx

(a) show that pi’s are linearly independent.

(b) Given a fixed integer k, show that if xk was chosen to minimize the f(x),∀x ∈ x0 +
span {p0, . . . ,pk−1}, then determining the αk such that xk + αkpk minimizing f(x) is the
same as choosing xk+1 to minimize f(x),∀x ∈ x0 + span {p0, . . . ,pk−1,pk}. Moreover, what

are the values of α0, . . . , αk−1 such that xk = argmin
α0,α1,...,αk−1

f(x0 +
k-1∑
j=0

αjpj)?

(c) Denote Km+1(A; r0) = span
{
r0, Ar0, A

2r0, . . . , A
mr0

}
, and here is an equivalent statement of

conjugate gradient method.
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Conjugate gradient method for solving Ax = b (not optimized)

Let x0 be the initial vector and r0 = Ax0 − b,p0 = −r0.
For k = 0, 1, . . .,

αk = − pT
k rk

pT
kApk

xk+1 = xk + αkpk

rk+1 = Axk+1 − b

βk = −
rTk+1Apk

pT
kApk

pk+1 = −rk+1 − βkpk.

in the class, we have proven the following several properties by induction.

i. for k = 0, 1, . . . , n,

span {r0, r1, . . . , rk} = span {p0,p1, . . . ,pk} = Kk+1(A; r0)

ii. for 1 ≤ i, j ≤ n and i ̸= j,
rTi rj = 0 and pT

i Apj = 0

Using these properties and conclusion in (b), prove that

xk = argmin
x∈x0+Kk(A;r0)

f(x)

3. Suppose A is a real symmetric matrix and A = QDQT where QTQ = I and D = diag(λ1, . . . , λn).
Assume

|λ1| ≥ |λ2| ≥ · · · ≥ |λk| > |λk+1| ≥ · · · ≥ |λn|.

Let Ek denote the subspace spanned by the first k columns of Q, equivalently, subspace spanned
by eigenvectors associated with λ1, λ2, . . . , λk, and let cos∠(x(0), Ek) ̸= 0 We define

cos∠(x, Ek) := max {cos∠(x,y) : y ∈ Ek\ {0}} ,
sin∠(x, Ek) := min {sin∠(x,y) : y ∈ Ek\ {0}} ,

tan∠(x, Ek) :=
sin∠(x, Ek)

cos∠(x, Ek)
.

Let x(m) = Amx(0) = Ax(m−1),

(a) Suppose x(0) =
n∑

i=1

aiq⃗i, where q⃗i is the eigenvector associated with λi, show that

tan2 ∠(x(m+1), Ek) =

n∑
i=k+1

(ai)
2|λi|2(m+1)

k∑
i=1

(ai)2|λi|2(m+1)

(b) prove that

tan∠(x(m+1), Ek) ≤
|λk+1|
|λk|

tan∠(x(m), Ek)
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