
Lecture 22:

Recall:
-Conjugategradient method

Goal : Minimize a quadratic functional
:

* = argminy() ; y()=A
-

where A = symmetric positive definite
matrix in Muxu(IR) and

JEIR".

Recall : DY(* ) = AX-5 and-
Minimizer ** of 4(*) satisfies A** "Catxi)



Strategy :

Given a current approximation * K
,
find a new approximation

-

by : *k = * k + &kPk (PK=Searchdirect
onC

But we want to choose : time step 21 to be the optimal
and search direction such that Pi · Apj = 0 for itj.



Motivation : For A Mzxz(IR)
,
if *

= sol of AX=

5

.
-

↳
~ Ideally ,

we want to find i , such that the

%
↑ direction allows us to more directly to **

: T . // ** - Y, = p ,
= c(x *

- Y
, )

..
BUT : Ap1 = c (A*-Axi) = c (5-Axi)

o Po YR YR

AP1 · Po =co
= -DY(d)
= -cY(*+) =

: Ap · po = 0

Get convergence in JUST 2 steps !!



Summary
: Find search directions j (j0 , l.

C such thata
②

PJTAPK = 0 for jFG and find optimal time

Step Lj.

Definition: We say
that the set of directions Ej is a

conjugate set of directions (with respect to A) if :

PjTAPi = 0 for all 12 , jEE+ and itj.

&

Remark: A is symmetric

i.jAi = PATPj = iT Apj

Nation: Widef spans Po
,

P
, ... ,
P +]



Choiceoftime step & (GivenPo,a

Y(xx + ak) = 4(xk) + 274(k) · Ph+A
(Taylor expansion)

Minimumattainedata
wher Fr = AYk-5 and,f . At



-ChoiceoftheSearchdirectionsIAproceed to

find the search direction PK in the form :

Px = - Uk -P1 where Br =-
=> APK = -Ak -B(-1AP

=> PLAYK = -PEAK-BIPAPE
II

=> A =-



-Conjugategradient method (Solve : Ax =5)

Given otIR" ,
Po = -. -(AYo-5)

,

find& and PK (f=l ,
2, -..)

Such that :

(a)(k+ 1
= x + 2kPk a)=

rk = Ak - 5
(b) < k =- I <,v) A

= i · An

((( = -
( - Bu

(d)
Pl =- = Fora (

(Check)
S

Iteration converges
in less than n iterations .

(i -
j

= 0 fitj)
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Example : Consider the Linear system: ()=
Exact solution is : (3)
Start with To = (0) .

Then : To =
-

o
= 5 - Axo = (6) ·

& = --Y (= Coptimal stepsa

* = 50 + <P = (8) + =(b) = (*)
r = AY ,

-
5 = ()

.

Bo =- ,Poa
= -I

Po ,
Po>A

P = - F
,

- popo = (g)
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Second Step : With , = (5) , P= (E) ,
* =- /Optimal Step size)

* = x
,

+ 4 = ()
2 = Axz -

T = v /exact solution).

Remark : For 2x2 Linear system ,
conjugate gradient method

converges in 2 iterations

For nxn linear system,
conjugate gradient method

converges in at most n iterations (usually faster !!)



Next : We need to show : with the above recusive scheme to

obtain [5j35
(i) [Pj] are conjugate to each others.

(ii) Fi.tj = 0 for itj.

(i = Aki -)
If the above are true

,
then we have :

Theorem : Consider the iterative scheme :

~

Suppose&FOX =0 for it))
Then

,
the iterative scheme converges to the sol A=5 in less

thann iterations.

or equal to



Pf : Suppose To
,

F
, . . .,

In are all non-zero .

Then : Eto,
, ...,En] form an orthogonal ( def Axi -5)

and Min , independent set in IR". Contradiction.
with n+ 1 elements

i
. Fi = o for some in .

Axi-5 = 0 for some iIn .

Yi = sol of Ax =T for some isn .



Theorem: In the conjugate gradient method,

(i) v: · j
= 0 for it j

(ii) < Pi ,jai · Ap = 0 for it j.

Lemma : Span Spo, ..., k-13 = Span&, ...,
Uk

+ Y

Roof : (i) and (ii) are true for i
, j <

(Fo to becom oa .%
wo

-To -"Fo
<P1 , PoSA

= 0 follows from the definition) Y



Suppose the statement is true for i
, je . For E+ 1,

· Span95o , ..,j] = Span 500, ..,j]

We get F : j = 0 for j = 0
, 1 ,

2
...
k-1 (By induction

hypothesis)
Spndo

, --j]
Nor , Fi =

k +AT

)
:E + SAP) ↑

o (induction hypothesis)
<k

, Pj)A
O

8 for j = 0
,

1 ,
2

, ..,-

Also,=>



All together , we get Eopj = 0 for j= 0
,

1
,

2, . . .
e

Spanspo ,
...,k3 = SpanEo ,

.., k3

I

-Fit ·Y
j = 0 for j0 ,

1
,

2, ..,
K

in (i) is true for the case k+ 1.

To show (ii) for the care k+s (given the induction hypothesis),
noth that : j =j + <jAApje Span Ej,j+ ]
: Fi · Apj = <

+ , ja = o for jo ,
1
,

2, ..,
k+

A

Spanj , rj+ 13



Now , P · Apj = -EryA-BPTA]
11

<1 ,j >A
= 0 for j = 0

,
1
,

2, .., 1 -

Also,+ ,
PK)a = O by definition.

i <P
, Pja = 0 for jo ,

1, 2
,

- , t

i <Pi
, ja = 0 for i

, j : k+ 1.

By M .
2
,

the theorem is generally true
!!


