
Lecture 19:
Recap:



Observation:

1
.
QR method gives a sequence of matrices :

SA'" = A
,
Al

,
Al

, ...,

All , ... 3

2. Now , Al = RoQo = QoQRoQo = Q " AQo

All is similar to A (A has Aname set of eigenvalues as A") .

(det (A) - x2) = det )Qo Al Qo-12)

= det (Qo" (Al - 12)Q0) = det )A"- 12)
Similarly , A = R ,

Q1 = Q ,"QRQ
- As

i A = Al Al ~Al ... -Alm ---

3. If All converges to an upper triangular
matrix

,

the

the diagona entries of Alk) will converges to all eigenvalues of

A



Idea : To determine ALL eigenvalues using Power's method,
- I

choose n initial guesses : 50,10, .., In ]
I I I

Let X" = (0 ... *) E MaxulliI

Apply power method on XS0)

.AAASIf 5,
1%

E

,

Y = v
, +E

i
I

*1 %
= v , + V+

- . +En
↓ k+o ↓k++ tikte

then :

A"X
*

->i , text--,Enfi) i in
first eigenvecte

*
eigenecte eigenvect



~Relationship between Power method and QR method

Motivation : Consider A Muxu(IR) with eigenvalues :

1x .
1) 121 < (3)) . . .

> (n)

Power's method computes ONE eigenvalue (depend on initialization

Say 5%1, n , .., En] are eigenvectors of X1
,
12

, ..,
An respectively,

Assume A is symmetric.
A = xjgj

~

Propertiesof 5 j3
Agi.j = (Agi)Tgj = gTj O

#

:Gi E Digi = XjgigjE) (Di -xj)Tigj = 0

=> gi .j =0 for it]
: Egj5 is outhogonal
WLOG

,
assure Ej] are orthonormal .



In general , if we choose 1* Ci + Ci+ git+ ... + Cun (Cito)
then the power method converges to : /xi) .

To determine ALL eigenvalues ,
choose n initial guesses

:

35 ,

% , y10 F-X1 =No *MuxR
Goal : Apply Power's method on X1%

Let V(t) = Aky(0)

We hope that wit -> (b fantas
... tanton) for

I I

some constants, k2 , .. , ten



Strategy :

Make sure that AKX1 %

(after some normalization

is orthogonal)

How ? QH factorization.



Consider an initial guess XCO) (usually In)

Take the "orthogonal part" of X10 :

X(
%

= G(
%) p(o) (QR factorization

Apply the Power's method on G to get :

W = AG

Repeat : take "orthogona part" of W :

W="R'

Apply Power's method on G") to get

W = AG" etc-
--



#lgorithm: (Simultaneous Iteration) (* )

Input : Initial matrix X10 = ( %10... Yno) MuxuLIRI .
Out:

(
- (E--)

Step1 : Obtain QR factorization of X10 = G(0 p(
%)

Step2 : For E= 1 ,
2, . . . ,

let W = AGCK+1)

Obtain QR factorization of W = G(t) pltes
Let Al = &(A)

Sp3 : keep iteration going .

Remak : To ensure the uniqueness of QR factorization,
-

R is restricted to have positive diagonal entries.



Rap : QR method can be written as

Input : A - Muxn (IR)

Output :
Q(K)

,
Alk)

Step1 : Let A = A

Step2 : For K =/... ,

obtain QR factorization of

Al = QU I
Let Al = RIKQ



#or

#



Theorem: 1.
.

AR = A)
- (k)

2. Q
- (k)

3
. B = R

4. Al = G(((k) = GC R
1/

At
A

5. Al = (*)TA = (GA Go

Remark : QR method and Power's method produces the
- (Simultaneous iteration)

SAME sequences of matrices.

They are equivalent-



Prof:Wewemathematical
inductiono a

A = GTAG")=TWO QR factorization of A =

=(T]()p QR factorizatio of A

= plj(x = Rar QR = Ar
Now , J(K) is obtained by QR factorization of W = A

RI v x - - -,

. " = Q = (Here
,

we assume the diagonal entries

RI = R =R = R of R are positive
It is easy to see that (4) and (5) are true for E= 1.

the statement is true for k= 1
.



Suppose now that the statement is true for E-1 .
QR factorization of

For k
,

consider (*) Al

Al = AAK = AGE(K-
↓

= WR(- = G(xp(k)j(k
- 1)

= G()((

Now ,
Consider (** ) :

A" = AAR = AQUA(QQQL)
(k- y)

-QR Q. QarRi
~

Ad =QR
= Q Q pQ -

L
= i A = QR

=

QQQR



: EGR
,
Ro and SQC

,
E3 are both QR factorization

of Ak.

=
(

andR
-

Now
, A = RQ =QR

=QTQR
-

- (k)T
QQR

=

TCTA
in (1)

,
(2) , (3)

, 14)
and 15 @

**TAG() = Act)
are true for U=E.

By M
.

I
, the statement is true for all K.


