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6
. Bernoulli rv

.

and Binomial ru
.

(i) Bernoulli rv .

Consider a random experiment , whose outcome can be
classified as either a success

,
or a failure .

if the outcome is a success
,

Define
X = G :

*

if the outcome is a failure .

Let p = PSX=13
,

then PSX=03 = 1- p.

It has a prob -
mass function : <PEPp

.

We call X a Bernoulli no
.

with parameter p .

· EIX1 = P

E[X] = P

V(X) = EIX] - Ex1 = P-p2
.



(2) Binomial r. U.

Consider a independent trials , each of them results

in either a success with prob p
,
or a failure with

prob . (1-p) .

Let X = the number of the successes that appear in

the n-trials .

We call X a Binomial rv with parameters (n, PC .

· Example : =2 .

possible outcomes (JS , S) , (S, F) , (F , S) , (F, FS)

PSSS, 5)) = P(E , E2) = P(E . ) PSE) = P . P

where E ,
is the event that the outcome of
the first trial is S

and Ez is the event that the outcome of the second
trial is So

Similarly PS(S, F13 = P[(F, 5)3 = P(r P) , PS(F, F)) = (P)-

Hence
,

P(X= 1) = P[(S , F) , (F, 913 = 2 . p(1-p) .



· Prob . mass function for a general Binomial r. U .

with parameters
For i = 0 , 1

,
.... n

,
we have- (n,P)

.

i= ( 2 ) . picr-p

Reason : The prob- of a special sequence of outcomes containing :successes
and j-is failures

, is equal to p"(cp)
*

But there are in total (i) such sequences , so

P(X = :3 = (7) pi(c - p)
*

.

(Recall (? )= = It
and

(x+ y)" = E(Y) x"yn- i (Binomial formulas)

Prop . Let X be a Binomial r. v
.

with parameters (n , P) .
Let &21 be an integer . Then

EIXY1 = up . E[(Y+1)R1
.

where Y is a Binomial rv
.

With parameters (n-1, P).



Pf . By def
,

Ex"1 = E* =(i) pic-e)
I E

,
i)Y ) p"(rp)

--

cusing i (P) = n(i))
=> n : ( ! ) p"(r-p)

-

= up ,
:
*

( ! ) pi ( )
- i

Letting = i-1

-

npz(+)
**

( - ) p(r-p)
- 5

:

=up . ETY+N
**

1
.

#



Cor
. E[X1= up . E[(Y+1

%

= up .

E[X] = up · E [(+1)1

= up (E[]+1]
= up((-1)p + 1)

Var(X) = Ex-EX]"

=up ((n-1)p+ 1) - (np)
>

= n(P - P2)
.
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.
7 Poisson r. U .

Def . Let No
.

A ru
.

X taking values in 90, 1
,
2
,

... 3

is said to be a Poisson r. U .
With parameter & if

P9X = i) = e,
i =0

,
!...

Remark
:

e"=
Hence = 1.

-i= 0

A poisson ur . can be used to approximate
a binomial ro with parameters (n , p) when

n is large , p is small so that up is of
moderate size

,



Let X be a binomial ro with parameters (n, P) .
Let up = X

.

For R=0
,
I,...,

P(X = R) = (2)pP . (1 - p)
*

= A(n-Rt1)
. (A )* .(1-)***

R !

=xi)- ) ...- ) x
. jr- ) "

k !

- x (1 - )
-

~e
1



Expected value and variance of Poisson r. V .

X- Poisson r. u
.

With parameter & .

PSX = b) = e". ,
R= 0

, 1....

E[X]=
- R e-*k= 0

I I m . e*
k
=

1

-> - e-"sR= 1

assei a



ETX1=
: e*

= r . e*

!

= E
,
(r-1)e

:

+ Ee* s!

--e* e* !
= N + x

So Var(X)= E[X]-E[x]
= Nex -x

= A
.
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9 Expectation of sums of discrete ru.s

.

Let X
,
X2

,
... An be discrete rv's on the

same sample space S .

Prop 1 .
E[X ,

+ ... + Xn7 = E
,
E[Xn1

.

We will prove
the above result under an additional

assumption that S is finite or countably infinite .

(The general case is referred to Theoretical Exer 4
.

36

in the text book) .

Lem2 . Assume that S is finite or countably infinite .

Set p(s) = P(33) for -S
.

Then for any r .
r

.

X on S
,

we have

E[X] = Es XISIPCS)
.



Pf . Suppose the distinct values of X

are Xi ,
= 1

.

Let Si = [S=S : X(s) = xi Y
.

Then So
,

S2
,

. . . , are a partition of S .

By definition ,

E[X] = I x : P(X = xi]

=> xiP(Si)
=

Exis
:

P(S)

=

Es
,

XiP(s)

=> ↳ Es
:

Xs p(s)



=> s Xispess
(because S = U Si

g

with the Union being
disjoint)

*Prop 1
.

By Lem 2
,

El X ,
+ ... + Xn1 = Eg(X ,

1) + ... + Xn(s) PSSI

- (5gx ,xp(s) + ... (gXn"P()
= E(X , 1

+ ... + E[Xn1

..



34. 9 . Cumulative distribution function .

Def .
Let X be a discrete rr

. Define

Fx(b) = P[X < b)
,

b5 1R
.

We call Ex the cumulative distribution function
SCPF) of X

.
We also write #(b) = Fx(b)

.

Props .

II F is non-decreasing
,
that is

#(a) < F(b) if a < b
.

(a) him F(b) = 1
.

b - +0

(3imF(b) = O
.

(4) F is right continuous ,

i . e
.

him F(bn) = F(b)
.

butb

Si . e
.

An tends to b from the RHS of b)



The prop .
is based on the continuity property of probability

Recall that if EnE
,

then lim P(En) = P(E)

Sine Ent , bEn ,
E= Y

,
En)

If EntE /EntIEn ,

E = me
,
En)

then P(En) -> PCE) as nt0
.

Pf of Props .

(1) Since if as b
,

it follows that

SX<a3 = [xxby
.

So F(a)< F(b)
.

(2) If by 40
,

then
(x <buy * <XS03 = S

So E(br) -> 1 (by thecontinuity property
of probability)



3) If but-0 ,
then

\X = bn) = (X = -w = 0

So F(bn) -> 0
.

(4) If burb ,
then

[xxbn} X(X=b3
.

So hi F(br) = F (b) .

Thus F is right continuous .

right cts

Remark · In general , F is not left continuous-



pp . P(X = b) = F(b) - F(b -)

Pf .
Let buy b with Busb

.

Then SX=bn3 <X<b3
.

So P3X-bn) - PSXsby .

Thus PSXsby = hmF(bn) = F(b-)-

It follows that
P5X = by = P(X- by - P[Xb3

- F(b) - F(b-) . #


