
Chaps.Conditional probability andindependence.

33.1 Conditional probability.

Examples; Let us roll two dices. Suppose the first
die is a 3. Given this information,

whatis the prob thatthe sum of2 dices equals &
Sol:F- the eventthatthe firstdie is 3

E - the event thatthe sum of2 dices

equals 8.

F =3 (3.1), (3,2), (3,31, (3,4), (3,5, (3,61)
E =((i,j)t(1,2,3,4,5,632:i+j =83.

I

prob of each outcome in F is6.

Hence the (conditional) prob ofE given E is .



Def. (conditional prob.).
Let E, F be two events for a random experiment.

Suppose P(F) 30. Then the conditional prob. ofE

given I is

PCE/F) =EE.

Example 2:A coin is flipped twice. What is the

conditional prob,
thatboth flips land on heads

given that the flip lands on head.
1
first

Soh:Let F be the event that the first flip lands

on head. That

F =5 (H, H), (H,T)).

LetE be the eventthat both flips land on heads.

E =[(H,H)3.
P[(H,H1)

By def, PCEIF) =A =

5,H),KNS3
Notice that S =[(H,H), CH, T1, (5, H), 35, 513



Prop. (Multiplicative rule)
· P(E,E2) =P(Ei) P(Ez/E)

· P(E, Er ... En)
=P(E.) P(EzIE.). P(Es/E,Ez)....

Pf. Since PCEyE) =SE,PCEn/EEs-Ent
P(E,En) =P(EI). PCEnlEs).

To see the secondidentity,

RHS=P(E). it. Here....t
=> PCE, ...En).



Exer 1. Two fair dice are rolled. What is the conditional
probabilitythat at least one lands on 6 given that

the dice land on differentnumbers?

Solution. Let E denote the event that at least one die
lands on6, and let F denote the event
that the dice land on different numbers.

Then

E =((i,jD=[1,2,3,4,5,65:i =6orj =6)
F =((i,j) [1,2,3,4,5,632: itj).

ErF =(1,61,(2,6),...35,6),(6,1),(6,2), ..., (6,513
Notice that #[EF) =10

#F =6x5 =30

Hence

P(/) =e
=5 =5.



33.2 Bayes' formula.
Let E, F be two events.

**
E =(EF) w(EMFY

(black). (red)

Hence
P(E) =P(EnF) +PCEnFY

But PCEMF) =P(F). PCEIF),

P(EMFY =PCF4. P(EIEC).

We obtain

P(E) =P(F).P(E/E) + P(FY.P(EE).
<Total probabilityformula).



Hence to determine the prob. of E,
we mayfirst conduct the-rtioning"
-

upon whether or not the eventI has
occured

Next we give a generization of this formula.

Let F., Fn,... En be a sequence of events

such that theyare mutuallyexclusive,
and E,Fr =S (we say F, ..., Fu

are exhaustive

Then we have

P(E) =E*P(FM).P(ElEK).



Pf:Notice thatE
=E,(EMFi)
Swith disjoint union)

Hence

PCE) =2,P(EnEK)
=2P(F) PCE)EK).

Prop. ( Bayes' formulal.

Assume F.,..., En are mutuallyexclusive
and exhaustive.

Then for any 1icn,

PCFiE) =APCEIF
,P(FR) PCE(FM)

Pf:,P(Fi) PCElFR) = P(E)

P(Fi) · P(E/Fi) = PCEFi)
H



A bin contains 3 types of disposable flashlights. The 
probability that a type 1 flashlight will give more than 100 
hours of use is .7, with the corresponding probabilities
for type 2 and type 3 flashlights being .4 and .3, respectively. 
Suppose that 20 percent of the flashlights in the bin are type 
1, 30 percent are type 2, and 50 percent are type 3.

(a) What is the probability that a randomly chosen flashlight 
will give more than 100 hours of use?
(b) Given that a flashlight lasted more than 100 hours, what is 
the conditional probability that it was a type j flashlight, j = 1, 
2, 3?

Example 3.

the eventthat
Solution:E- a random chosen flashlight

will give more than 100 hours.

Fi (i=1,2,3)

-
the event that a random chosen

flashlight is of type i.

We need to find out (a) PCE)
↳> P(FilE).



From the conditions of the question, we know

P(E)F1) =0.7, P(EF) =0.4
P(E)Fs) =0.3.

P(F)=0.2, P(F2) =0.3, P(Fs) =0.5.

Hence P(E)=
2 P(Fi) P(ElFi)
i=1

=> 0.2x 0.7 +0.3x0.4 +0.5x03

P(F,(E) =APElE
=
0.2x0.7 +0.3x0.4 +0.5x0.3
I I

Similarly

P(Fz(E) =i, P(FsIE) =B.



Remark : Suppose FIS is an event in a sample space .

with

P(F) >0
.

Then PC/F) is a probability on S .

(1) P(S/F) = 1
.

(a 0 - P(E/F) < 1
.

13) P((
, EnC(F) = E,

PCEnIE)
,

if Er
,
E2:-aremutuali

#re obvious . To see 13)

P((
,
En)/F) = -En)nE)

- (EE)

= Since EnEsjeit)
= E

,
PCEnIE)

.



33 . 3
. Independent events .

Let E
, F be two events

.

In general,

knowing that I has occurred changes the chance

of E's occurrence
,

that is
,

possibly P(EE) # P(E)
.

If PCEIF) = PCE) , we say mini pendentof E .

Notice that

P(E)F) = PCE) - 5 = PCE)
> P(EF) = P(E) - p(F)

= P(FIE) = P(F)

Def . We say that E
and I are independent ifver

P(EF) = P(E) : PCF)
.



Example2 .

A card is randomly chosen from a deck of
52 playing cards .

= the event that the chosen card is an Ace All "

F - the event that the chosen card is a spade .
11↑/Determine whether or not E and F are independent. DII1S #W

Station :
P(E) = 52 , PCF) = E = I

.

P(EF) = E = P(E)P(F) .

Hence E
,
F are independent .

P3 . If E and F are independent, then

(1) E and EC are independent
(2) E and FC are independent

Pf . (1)

P(EnF = P(E) - P(EE)

= P(E) - P(E) .P(F)
=> P(E))1 - P(E))
=> PCE) P(F) ,



Hence E
, F are independent .

2) can be obtained from 11.
.

· Independence of 3 or more events
.

Def . We say 3 events E
. FG are independent if

() P(EFG) = P(E)P(A) P(G)
.

2) P(EF) = PCE) . PCF)
P(EG) = p(E) P(G)

P(FG) = P(F) P(G) .

Ref . Let E
, Es " En be a finite family of events ,

Say E..... En are independent if for any sub-collection

En
,
Ein
,
" Eir (With 2
; is being distinct),

PCEi, Eir
: Eir) = P(Ei , ) ... P(Eir) .

Def : Fe say an infinite family of events are independent
-

if every finite subfamily of them is independent.



Def . (Independence of sub-experiments) .
An experiment might consist of some sub-experiments,
For instance , the experiment that rolling a coining continuously
consists of a sequence of sub-experiments,

where the noth sub experiment is
the noth toll

of the coin ,

R= 1
,
2
, ....

We say these sub-experiments are independent if
E , E.... En are independent

Whenever Ei is an event whose occurence

depends only on the i-th sub-experiment .

These sub-experiments are said to be trialsn
if the set of possible outcomes of each sub-experiment
are the same

.


