
Lecture 8
Recalli

#Matrix representation
Notation : An ordered basis for a finite-dimensional rector space

is a basis for V endowed with a specific order.

(e . g . IR <(6) , (9) 3 # &(i), (d)] asordered
" B2 basis S

Definitions Let V be a finite-dimensional vector space and

B =E ,
i , ..., n] be an ordered basis for V.

Then , V* EV, ! al , az , -., an
EF Sit . =ii.

The coordinate rector of relative to B , denoted as [*]p,

is the column rector T*
p
= (aal) EF(FM)



Recalli, .. n for
U = Ewi , Wiz, ...,

wn] for W

I

-



Recall:

~
composition of linear transformations and matrix multiplication

Thm: Let V and W be two rector spaces over the same field F.

And let T : V- W and U :W-Z be linear.

(i) Then the composition UT : V- 2 &is linear.

(ii) If V
,
W
,
I have ordered bases L

, B , 0 respectively,
P

then : IUTI=TEMmxn
I

matrix multiplication.
Mpxn Mpxm



Recall :

Collary: Let V and W be finite-dimensional rector spaces

with ordered basis B and O respectively.

Let T : V -W
,

be linear . Then
,
for any EV ,

we have

ITCElo = CTilltiplication"
-
Lin

.

Transf



Example : T : Maxz(IR) -> Maxz(IR) defined by :

T(A)df AT + 2A-

B = E) ! ) , (8) , (ii) , (ii)3

iT)p =

(
Let B = (3

%

) = (iI

(T(B1)p =

1.03%0 T(B) =(2)



Invertibility and isomorphism

Lemma: Suppose T : V-W is invertible.

(#isinvertible means thereexistsalinear
transformation

is

(
Then : dim(V) <+o iff dim(W)

<+o

And in this case , dim(V) = dim(W)

Remark : If T is linear and invertible
,
T" is also linear.

Pf : Let i , zeW and CEF.

'T is invertible i . Ev ,
2 such that . = T(E) and0. = T(E).

Then : T" (C 1 + En) = T" (CT(E) + T() = TY (T(cE +E)) (: T is linear
= C, , + E
= c, T"(1) + T

+

(2)

i . Tt is linear .



Proof: Suppose dim(V) = n <+ & and
p
= E*1 ... * n3 is

a basis for V
. Then : W = RCT) = spanET(p)

- dim(w) < 4
= dim (V) < +

=spaniT
Apply the same argument to To to show that

dim(V) = dim (W)
dim(W)

In particular , if dim(V) <+*
and dim (W) <+* <

then : dim(V) < dim(W) and dim (r) [dim(V)
(dimN)



Proposition: Let & and W be finite-dimensional rector spaces

with ordered basis B andO respectively.
Let T : V- W be linear transformation.

Then : T is invertible iff[TZY is invertible.

Furthermore
, IT" ]8 = ([T(0)

+



Proof: Suppose Tis invertible. Then : dim (V) = dim (W) .=

Since ToT" = Iw , In = [Iw] = [ToTY]

WIv I w In = [T] [T
+ ]8

upu

Similarly
,

ToT = Ir
.

In = [Ir]p = [Tto The
In = [T+ 8 [T]

i . ITI is invertible and (ITTp) " = [T
+ 78.



Conversely , suppose A : = [T] is invertible . (E) dim(U) =dim(w)

' dim(V) = dim (w)

i . We only need to show Tis one-to-one,

So , suppose T(* ) = TC * 2)/
I

= [T(F I] = [T(*2)]g
I I

=>I=
I

=> [Yip = [2 p
= Y

=

=-
/



-Corollary : Let V be a finite-dimensional vector space with ordered

basis B . Let T : V-V be a linear transformation.

Then : T is invertible iff [TJs is invertible

standard ordered

Furthermore , [T"Sp = (CTJp)". [A]pX basis

Corollary: Let At Maxn(F) . Then
: A is invertible

iff La is invertible
. (La)" = LA+

( (() ]p
= ((]p)" = A+ = ((a+]p)
. (L = Lat



Definition: Let V and W be two rector spaces.

We say V is isomorphic to W if I an invertible

linear transformation T : V+ W.

In this case
,
T is called an isomorphism from VontoW .

i V (complicated W(simple)-

·j = +·+i i-
T()= ?? Tzts) = T(2) +T(E) = w +W=


