
Lecture 5:
-

Zorn'sLemma

Let S be a partially ordered set. If every chain of S has

an upper bound in S
, then S contains a maximal elements.
-

#Definition1 : (Partially ordered) A partially ordered on a (non-empty) set

is a binary relation on S
,

denoted -
,

which satisfies :

· for USES S[S
S

· if SIS' and SIS
,

then S = S

· if SS' and S'S"
,
then SIS".
-

&

Definition 2 : If every elements in a partially ordered set S is comparable

under 1
,
then S is called a fallyordered set.



Definition3 : A chain is a collection of elements in s satisfying :

if S . ES and SzES
,
then either S 1 [S2 or S2S 1.

---
in our discussin

For simplicity
,

we may consider countable chain S1ES2 =

for the ease of explanation

#Refinition4 : A maximal element necessarilycountablea ordered set S is defined

as follows : for FSES to which m is comparable,
S = M.

-elinition5 An upper
bound I of a chain ECiSi is that forl i

~



Zorn'slemma (adapted to 2018

Let V be a vector space . Let S be the collection of linearly independent
Subsets of V

.

Then S is partially ordered under

Assume every chain [La]eI of S has a upper
bound.

(Obviously , YL is an upper bound of the chain. We need to show that

WL is linearly independent)

Then : S has a maximal element.



Theorem: Every rector space has a basis.

#roof : Let t be the collection of all linearly independent

subsets of V.

For
any

chain ESibies (Wemay Consider acountable
china

e S
- &

USi is also linearly independent .: YSice.
it I

By Zorn's lemma
,

E maximal linearly independent set M.

We claim that span(M) = V.

If not
,
EveV- Span (M). Span (M) = V

② M is L
.

2.

Then : MvE3 is linearly independent.
=> M is a

But McMuS] ·
Contradition to Zorn's Lemma. basis.



Theorem: Every spanning set of a non-zero vector space V contains a

basis of V.

Proof: Let I be a spanningeet of V.

Let I be the collection of linearly independent subsets of 3.
6
* S)

Then e#0 (as get for any

Then
,
I under & is partially

ordered.

Let SLiSicI be a chain ine ~

Then ULiCe and ULi is an upper
bound.

i
[

By Zorn's Lemma
,

there is a
maximal element 13 in 2.

(i .
e

.

a linearly independent subset of which is maximal)



We'll show that Span1(3) = Span(5) = V

It suffices to show that for any - ,

<Span(B).

If not
, suppose Span)(3).

Then : Bu58] is linearly independent subset of 5.

Hence
, Buses et .

But Bu5] 33.

Contradicting to the fact that B is maximal.

L

-

= Span)().
i · Span((3) = Span(S) = V.

in S3 is a basis.



Remark: To find a basis inside a spanning Set 3
,

it's natural to find a minimal spanning

Set of V inside 3.

If MES is minimal
,

then M is linearly independent .

If not
,

we can find NEM (Span (M-S3) = Span(M) ,
contradicting the

minimality of M.

One might consider Zorn's lemma as follows :

Let t be the set of all spanning subnets of 3
, partially order I by reverse

inclusion. That is : See and Szee
,

S
, Sziff S

, [S2.

For any chain [SiSiez in C
, &Si is the upper

bound.

If Siet
,

then Zorn's lemma tells us I has a maximal element (i . e
.

minimala

Spanning eet (

BUT : &Si MAY NOT always in !



&near Transformation

Definition: Let V and W be vector spaces over F.

A Lineartransformation from V to W is a map T : V-W

such that : (a) T( * + j) = T(*) + T(J)

(b) T(aY ) = aT(x)

for all
, jeV ,

aEF.

D



-Proposition: Let T : V -W be a linear transformation. Then :

(i) T(v) = En

(ii) T(Zaii) = ai T(i) F Xi , Y2, ...
uEV

i = 1 i = 1
91

,
az, ...,

an EF.
CT preserves linear combination

(i) T(v) = Thr +v) = T(r) + T(r)

=> T(v) = w .
(Cancellation law)

(ii) Use math. induction (exercise)



Examples: · For any
vector spaces V and W

,
we have :

(a) The zero transformation To : V-W defined by To(* ) : =En

for XXEV
(b) The identity transformation Iv : V-V defined by In(* ) = *

for XYEV.
· Let AEMmxn(F) be a mxn matrice . F.

Define : LA : F-> F
&

as : (F" = space of col vectors of

size n (
LA(* )def A*

LA is called the left multiplication by A.

· T : Mmxn(F) +> Muxm(F) defined by TCA) A
*

(transpon
of A)



· T : Pn(IR) -> Pm+ (IR) defined by T(f(x)) = f(x)
is a lin . transf (derivative off)

· Let a and beIR ,
a < b. Then,

T : ((IR) -> IR defined by :

I space of continuousfunctions

T(f)defgf(t)dt



#If allspace or Range

Definition : Let V and W be rector spaces and T : V+ W be

a linear transformation.

Then
, the M space (or Kernel) of T

is defined as :

N(T) : S * V : T(Y) = 3 c V

theMange (or
image) of T is defined as :

R(T) : = & TC * ) : Ye v3 <W

e . g. For Iv : V-V, N(Iv) = Sr]
,
R(Iv) = v

Cidentity
For To = V - W, N(To) = V

,
R(To) = Ew]

Czew transf)



· LA : F" + Fm (AEMmxn(F)

N((A) = N(A) = null space of A

R (LA) = &(A) = col space of A (space of linear
combination of col rectors

· For T : Pn(IR) -> Pn+ (IR) defined by
of A)

T(f(x) = f(x) ,
then : A = (1) --- 1)

N(T) = [a0 + Pn(IR) : aoEIR]

R(T) = Ph(IR)


