
Lecture 4:
Recall :

QuotientSpace

Definition : Let V be a rector space over F and let W be a subspace

of V
.

Let WeV .

Define :

-

v + w = Ev + v : weWY

i + W is called

Remark : E in + W .

" set of WinV

&

Definition : Theeet V/W (called VmodW) ,
is the set

defined by V/W = 5 + W : e V

(collection of cosets of W in V.



PropositionLet The tw
=+W if=

ve + W = + W
.

i= v =
v'tT for some WeW

· v-v' = we W.
-2

(E) Suppose E-E'- W. -

--

Let = = v - V. Then : w= 'tw for some we W.
S

in F + W <E'+ W . Similarly ,
i' = v + Es' for Someth

=> +W+W
.

Definition: Define :

(n + w) + (v +w) = (v +v) + w (addition

a (v + W) : fav + W (Scalar multiplication)



#position : Suppose E + W = *+ W
.

Then : for any "tWEV/W
.

· (n +w) +(n" + w) = (v+w) + ("+w)

· a . ( + W) = a .( + w) for any at F.

Profi Homework !

Remark : Addition and scalar multiplication are well-defined.

Theorem: With addition and scalar multiplication defined above,

V/W is a vector space over F
,
called the quotient space.

Proof: Homework !



Examplesof quotient space
(isomorphic

· Let W = 953
.

VW is the same as V.

Let W = V
. VIV is the same as 383.

8 + w = + W iff -' <W = (5)
- ->

iff v - v = J
-

iff v = '

· Let V = IR2
.

Let W be the y-axis,

Recall : (x, y) + W = (x, y) + W iff(x , y) - (x,y') W

iff X - X = 0

or X = X
i a vector in V/W is determined by the * coordinate

.

·



· Let V = FO (infinite Sequence (

Let Wet (0 ,
Xc

,
X3, . . . ) : Xi EF].

As above
,
two vectors in VW are the same iff they have

the same first coordinatee.

/

(X
,

Xe
,

... ) +W = IX
,

X2
,

... ) +Wiff EX-Xi, xeXi , ...
) Ch

iff X-Xi = 0 iff X = Xi

(isomorphic)
YW is the same as F

Rat: Even V and W are infinite dimensional
,

V/W is one-dimensional !



Proposition: Suppose V is finite-dimensional .

Then :

dim)Vw) = dim(V) -dim (W).

Roof: Let S, . . .,
wn] be a basis of W.

Extend it to a basis S , ...,
En

,
, , .., R] of V.

Then : dim (W) = n
,
dim (v) = n + R

We'll prove that E ,
+ W, . . .,

ER + W] forms a basis of YW.

If so
,

we'll have :

dim ((w) = k = (n + 2) - n

11 -

dim(V) dim(W)

↳near independence :

Suppose : 9 , (E ,
+ W) +... + ak(n + w) = 0 + W

=> (a ,v, +... + ak2) + w = 0 + W



7

a, i +... + a W
11

=> a , v ,
+... + 9kEk = b,, +... + byE ,

for some b
, ..,

butF.

-

=> au , +... + apEk-bin, ...
- bnwn = 5

As 201
, ..,
R

,

E
, ..,

Jon] is linearly independent,

al =... = 9k = 0 and bi = ..

= bu = 0.

i . Gu + W
, ...,

EntW] is Linear independent.

San: Let + We VW·
-

Then : = a, +... + anWn + bi , +... + beir for some ais and bj's.

=> + W = b,, +
...

+ brik + a+... + anion + W( -
(
i

= b
, (v ,

+ w) +
... + bk(v2 + w)



Existenceof bassensional vector space ,

the basis can be

constructedwas follows

Ev . 3 Linear independent
d

S
,
En] o Attach one more

vector in -> Ev
,
ve] is

&
Linearly independent

EG,
. . .,

Ens & must stop at some point.

Constructive proof for the existence of basis.



Example : Consider Fo = [19,
,
92, ... ( : AjEF].

-
S

Let Si = E ,
e
,

.
- ., ei]

(1 ,
0

, - - 0)(0 ,
1

, 8 y = )

Then : S ,
c Sz ... Sic --

Let S = USi ,
which is linearly independent.

i

Obviously span(S) # Fo

So
,

we can findEspan(s) 7 Sug
is linearly independent.

We can repeat the process.

Question : will the process stop ??


