
Eigenvalue & Eigenvectors

Lecture 12:

#Recalloperativ T = V- V Where Vis finite-dim) is

called diagonalizable if I an ordered basis s for V such

mixdiasamixagonalizabeitss
A non-zero Vector EEV is called an eigenrector

of T
-

if XEF St
.

TCE) = XE
.

In this case
,
&EF

is called an eigenvalue corresponding to the eigenvector.



Rop: A linear operator T : V - V (V = fin-dim) is diagonalizable

iff I an ordered basis & for V consisting of eigenvectors

of
T

.

In such case ,
if B = E ,

2
, -.,
En3

,
then :

[T]p = I
1

1x.n
where My is the eigenvalue of T corresponding toj.



Prop: Let A-Mnxn(F) . Then XEF is an eigenvalue of A

iff det(A-XIn) = 0.

Def : Let T be a linear operator on an n-dim rector space

V
.
Choose an ordered basis & for V

.

Then
,
the

characteristic polynomial of T is defined as the

characteristic polynomial of [TTB
.

(i . e. f+ (t) @det ([T]p -
+In) = PuCE)



Pup: Let T be a linear operator on a vector space V and

let X be an eigenvalue of T .

Then ,
JEV is

an eigenvector of T corresponding to X iff :

- N(T - XIv) - 583
If: Exercise.

T = X

E)(T - XIv) = T

Def : Let T be a linear operator on a vector space
and let i be an eigenvalue of

T

.

Then : the subspace Ex: NIT-XIv) = ExeV : T() =** ]
CV

is called the egenspace of T corresponding to X,

Eigenspans of a matrix AEMuxn(F) is defined as

those of LA



P: Let T be a linear operator on a vector space V ,
and

let X1
,
X2

,
---, Al be

distinct eigenvalues of
T

,

If Ei
,

E2 , ..., ER are eigenvectors of T corresponding to

X1 ,
xn

, ..., Xi respectively, then : [E , ...,R3 are linearly

independent.

Prof: We prove by induction on e.

For k= 1
,
~, 5 > [v] is lin, independent

,

supposethestatementholdsfordistincteigenvalee
k+ 1 distinct eigenvalues X1

,
Xn

, ...,
Xk

,
Xkt of

T

.



If av , +
aziz +... + &R + Activit = 5 for die F,

#(T- Xk+ [v) 253
then applying T-ARHIv to both sides gives :

a
, (x ,

- X()v ,
+

...

+ ak(Xk - Xk+ )vm = 5

By induction hypothesis, Xo
8

a ,
(x ,

-

*
Akt) = - ..

= ak(Xk - Xk+) = 0

=> a = az = ... = ak = 0

=> Arti -XTT
=> Ak+ = 0

: SE , ...,
Frt] is lin .

indep.



Corollary : A linear operator T On an n-dim rector space V

which hasn distinct eigenvalues is diagonalizable.

Prof : Let
E

, .
. .,
En EV be the eigenvectors corresponding

ton distinct eigenvalues. Then ,
the prop . says E , --

,
En]

is lin . independent. in GE, . . .,
En] forms a basis. of eigenvectors.

in T is diagonalizable,



Def: Let X be an eigenvalue of a linear operator or matrix

with characteristic polynomial flt). The algebraic multiplicity
of X,

denoted M+ (x) or Ma(X) is the multiplicity
of X as a

zero of f(t) , i .
e .
the largest positive integer

1 S .t . (t-x(
* /f(t).

·



Example: · 1 is eigenvalue of Iv =V-

with MIn(1)
= dim(V) &P

f(t)= det )[Is
- Aln) = (

++

it
.. -t) = ( - t)"

· A = (3) .
fat) = ( -t)2(5-t)

Ma (3) = 2
, Ma(5) = 1



Prop: Let T be a linear operator on a finite-dim rector

space V and let X be an eigenvalue of T with algebraic

multiplicity M+ (X)· Then :

1 < dim(Ex) < M + (x)

We call Ut (1) dim(Ex) the geometric multiplicity of 1.

Prof : Choose an ordered basis 5 , 2,-., p3 for Ex and

-y
FP = dim(Ex)

extend it to an ordered basis =Su, .., tp ,
Ept ..., Ens for

V.

TheniT)I



= f+ (t) =det((x2) tzn-)
=dettId

i ( - t)P)f + (t)

i M+ (x) = p = U+ (x)



Lemma: Let T be a linear operator , and let X1 , Xn , ..,
XK distinct

eigenvalues of T
.

For each i= 1 ,
2, -.,
t

,
let vi Exi.

If F + =2+... tOr = E
,
then :

= 0 for all i.

roof:
If not , say

v
, , ..,
s to

Exp then :

⑳ET 6

It contradicts to our

previous proposition thatI

V , ..,
is must be

lin . independent.



Proposition: Let T be a linear operator ,
and let 1

,X . . , Xe

be distinct eigenvalues of T . For each i = 1
,

2, ..,
R

,

let

SiCExi be a finite linearly independent subset. Then :

S = S
,
USz ...

uSk is a linearly independent

subset of V.

PortiWriteSinifor that

ii
Ex Em

WitExi witaijij↓ for all i.Then : w , + on t ... Wk =
-EX



Then : dij =0foralli ands edent for all i.

in S ,
uSzu

... uSk is linearly independent.



ItheoremLetTblinearoperatoronafinitedimensionae
Let X1

,
12, ...,

1k be distinct eigenvalues of T

.

Then :

(a) T is diagonalizable iff : M+ (xi)
= U+
(Xi)

for i = 1 ,
2, .., k

(b) If T is diagonalizable and Bi is an ordered basis

for Exi for each i, then =

B : = B , uBz ... uBk is

an ordered basis for V consisting of eigenvectors.

(so that [TJp is a diagonal matrix)



Prof: Write n = dim(V)
,
and Mi = M+ (Xi) and di = 0+ (i)

for all i .
dim(Exi)

Suppose T is diagonalizable and B is a basis for V consisting

of eigenvectors of
T

.

le . g . Be,in ,
isEs

, ... enb
⑮

For each in let pi = BrExi and Nice Bi
Then : Mi < di = dim(Exi) (1 :Pi is (in . independent)

Also
, di Mi

So
, we have nisdismi for all i.



S

&

· n =i dimi = n = dim(V)

dini=
di

=> di = ni for all i.

midi =mid
dim(Exi) => di = Mi for all i.

11

in Mi = di = Mi for all i

(So
, Bi is a basis of Exil


