SUGGESTED SOLUTIONS TO HOMEWORK 7

1. COMPULSORY PART

. _ a b\ [(—Ta—4b+4c—4d b -
Exercise 1. Let V = Moy (R), T d) =\ 8a—db+ 50— 4d d),andﬁ

1 0 -1 2 1 0 -1 0 .
{(1 O) ; ( 0 O) , (2 0) , ( 0 2) } Compute [T]s and determine whether

is a basis consisting of eigenvectors of T.

TS e Dl (o Y
)=(0 D=0 ) (0 oG p)eo (2
G960 D d 63

-1 0 -1 1 0 -1 2 1 0 -1 0
T(o 2) =\ o )—O'<1 0)*0'(0 o)*o'(2 0)*1'<0 2)’
therefore

-3 0 0 O
0 1 0 0
[Tls 0 01 0]
0 0 0 1
which implies that [ is a basis consisting of eigenvectors of T.
Exercise 2. Let A = (; 11') and F =C.

(i) Determine all the eigenvalues of A.

(ii) For each eigenvalue A of A, find the set of eigenvectors corresponding to A.

(iii) If possible, find a basis for F? consisting of eigenvectors of A.

(iv) If successful in finding such a basis, determine an invertible matirx @) and a
diagonal matrix D such that Q=*AQ = D.

Solution. (i) Since the characteristic polynomial of A is
det(A— ML) =(A—-1)(A+1),

which implies that the eigenvalues of A are —1 and 1.
(ii) For the eigenvector corresponding to —1, consider

G ) E)=-()

then we find the eigenspace F_1,

- (1)

1
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For the eigenvector corresponding to 1, consider

L 2E)-6)

then we find the eigenspace Fy,

neam{(79)
(5030}

is a basis of F? consisting of eigenvectors of A.

(iv) Let
—1+4 1414 -1 0
=) =)

Q'AQ = D.

Exercise 3. Let V = Moyo(R) and T(A) = A +2-tr(A) - I. Find the eigenvalues
of T and an ordered basis § for V such that [T]g is a diagonal matrix.

. 10 0 1 0 0 0 0 .
Solution. Let a = {(0 O> , <O 0) , (1 O> , <O 1) } Since

(iii) By (ii), we have

then

10 30 10 01 00 00
T(o 0)_(0 2)‘3'(0 0>+0'<0 0>+0'(1 0)*2'(0 1)’
0 1 00 10 01 00 0 0
T(o 0)‘(1 o>_0'<o 0>+O'<0 o)“'(1 0)+0'<o 1)’
00 0 1 10 01 00 00
T(l o)<0 0)0'(0 0)*1'<0 0>+0'(1 0)+O'<0 1>’
00 2 0 10 01 00 00
T(o 1)‘(0 3)‘2'<0 0>+O'<0 0>+0'(1 0)*3'(0 1)’

therefore
300 2
00 1 0
Te=10 1 0 0|
2 0 0 3

Since the characteristic polynomial of [T], is
det([Ta — AL) = A+ DA —1)*(A = 5),

which implies that the eigenvalues of [T], are —1, 1 and 5.
For the eigenvectors corresponding to 5, consider

3 0 0 2 T Xr1
0 01 0 xTo -5 X2
01 0 O I3 X3 ’
2 0 0 3 Ty Xy
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then we find the eigenspace Es,

FE5 = span

— o O

For the eigenvectors corresponding to 1, consider

3 0 0 2 I T
00 1 0 T2 | | x2
0 1 0 0 T3 - I3 ’
2 0 0 3 Tq T4
then we find the eigenspace Fq,

-1 0

0 1
F{ = span ol 11

1 0

For the eigenvectors corresponding to —1, consider

3 0 0 2 1 T1
0 01 0 To _ T2
01 00 T3 o xIs ’
2 0 0 3 T4 Ty
then we find the eigenspace F_1,
0
-1
E_1 =span 1
0



SUGGESTED SOLUTIONS TO HOMEWORK 7 4

then we claim [T] for 8 := {My, My, M3, M,}. Indeed,
696D Yroi o
- 90 s it oo
(- D-0lb Yeoi 9o
rC3)-(5 )0 Yeele Yo

I I Il
—

= o = O

(
(
(
(

therefore
5 0 0 0
01 0 O
Me=10 01 o
0 0 0 -1

Exercise 4. Let V be a finite-dimensional vector space, and let A be any scalar.
(a) For any ordered basis 8 for V, prove that [Aly]g = Al
(b) Compute the characteristic polynomial of Aly.
(c) Show that Aly is diagonalizable and has only one eigenvalue.

Solution. (a) Let 8 = {v!,...,v"} be an ordered basis of V, then
(ANg)is = (?]p)i = Aoy,

1, i=j,
b=
0 i#j.
Therefore [Aly]g = AL

(b) The characteristic polynomial of Aly is
det A — pl) = (A = w)",

where §;; is defined by

where n = dim V.
(c) By (b), Aly has only one eigenvalue A\. Moreover, by (a), 8 is an ordered
basis of V such that [Aly]g is a diagonal matrix.

Exercise 5. Let A be an n X n matrix with characteristic polynomial
) = (=)™ + an_1t""t + -+ ait + ao.
Prove that f(0) = ag = det(A). Deduce that A is invertible if and only if ag # 0.
Solution. It suffices to prove that ag = det(A). Indeed, since
f(t) = det(A — \I,,),
then
ag = f(0) = det(A).

Exercise 6. Let V = P3(R) and T is defined by T(f(z)) = f/'(z) + f"(x), respec-
tively. Test T for diagonalizability, and if T is diagonalizable, find a basis 8 for V
such that [T]g is a diagonal matrix.
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Solution. Let o = {1, 2,22, 23}. Since
T1)=0=0-14+0-24+0-2%+0-2°
Tz)=1=1-14+0-2+0-22+0-2°,
T2*)=20+2=2-1+2-24+0-22 +0- 23,
T(2*) =32 +62=0-14+6-2+3 -2 +0-2°,

therefore

o O O

[T]a =

SO O
O O NN
O W o O

0
Since the characteristic polynomial of T is
det([T]o — Ay) = 2%,
which implies that the eigenvalues of T are 0 and 4.
For the eigenvectors corresponding to 0, consider
01 2 0 T

00 2 0 2| _ g
0 0 0 12 z3 | 7
0 00 4 T4
then we find the eigenspace Ej,

1

0
FEy = span 0

0

Therefore T is not diagonalizable.

Exercise 7. Suppose that A € M,,«,,(F) has two distinct eigenvalues, A\; and Ag,
and that dim(E),) =n — 1. Prove that A is diagonalizable.

Solution. Let E), and E), be the eigenspaces corresponding to A\; and Ay re-
spectively. Then E), U E), is a linearly independent subset of F”. On the one
hand,
dim(Ey,) + dim(Ey,) >n—-14+1=mn,
on the other hand,
dim(E),) + dim(E),) < dim(Ey, U Ey,) < dimF" = n,
therefore £, U E}, is a basis of F".

Exercise 8. Let T be an invertible linear operator on a finite-dimensional vector
space V.

(a) Prove that the eigenspace of T corresponding to A is the same as the eigenspace
of T~! corresponding to A~ 1.

(b) Prove that if T is diagonalizable, then T~ is diagonalizable.

Solution. (a) Let F be the eigenspace corresponding to A of T, and Ey-1 be the
eigenspace corresponding to A~ ! of T~1.
For arbitrary v € E), then
T(v) = Ao,
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therefore
T ) =T A T(v) = A1,

which implies that v € Ey-1.

Similarly, for arbitrary v € Ey-1, we have v € E).

Therefore Ey = Ey-1.

(b) Since T is diagonalizable, then there exists an ordered basis 8 of V consisting
of eigenvectors of T. By (a), we have 3 also consists of eigenvectors of T, therefore
T-! is also diagonalizable.

2. OPTIONAL PART

Exercise 9. Label the following statements as true or false.

(a) Every linear operator on an n-dimensional vector space has n distinct eigen-
values.

(b) If a real matrix has one eigenvector, then it has an infinite number of eigen-
vectors.

(c) There exists a square matrix with no eigenvectors.
(d) Eigenvalues must be nonzero scalar.
(e) Any two eigenvectors are linearly independent.
(f) The sum of two eigenvalues of a linear operator T is also an eigenvalue of T.
(g) Linear operators on infinite-dimensional vector spaces never have eigenvalues.

(h) An n x n matrix A with entries from a field F is similar to a diagonal matix
if and only if there is a basis for F™ consisting of eigenvectors of A.

(i) Similar matrices always have the same eigenvalues.

(j) Similar matrices always have the same eigenvectors.

(k) The sum of two eigenvectors of an operator T is always an eigenvector of T.

Solution. (a) False.
(b) True.
c) True.

(k) False.

Exercise 10. Let V = Py(R), T(a + bx + cz?) = (—4a + 2b — 2¢) — (Ta + 3b +
7e)x+ (Ta+b+5c)z?, and B = {z — 2, -1+ 2%, -1 — z + 2?}. Compute [T]3 and
determine whether $ is a basis consisting of eigenvectors of T.

Solution. Since
Tx—a?)=4+40 — 42 =4-14+4-z+ (—4) - 22,
T(-1+2?)=2-222=2-1+0 -2+ (=2) - 27,
T(-1—z+2*)=32-322=0-1+3 -2+ (-3) 27,

therefore
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which implies that § is not a basis consisting of eigenvectors of T.

2 0 -1
Exercise 11. Let A=(4 1 —-4) and F=R.
2 0 -1

(i) Determine all the eigenvalues of A.

(ii) For each eigenvalue A of A, find the set of eigenvectors corresponding to A.

(iii) If possible, find a basis for F? consisting of eigenvectors of A.

(iv) If successful in finding such a basis, determine an invertible matirx @ and a
diagonal matrix D such that Q~*AQ = D.

Solution. (i) Since the characteristic polynomial of A is
det(A — \3) = —z(z — 1),

which implies that the eigenvalues of A are 0 and 1.
(ii) For eigenvectors corresponding to 0, consider

2 0 -1 T1
4 1 —4 T | = O7
2 0 -1 T3

then we find the eigenspace Ej,

1
FEy = span 4
2

For the eigenvectos corresponding to 1, consider

2 0 -1\ [z
4 1 —4| x| =0,
2 0 —1) \z3

then we find the eigenspace Fq,

1 0
F1 = span 01,1
1 0
(iii) By (ii), let
1 1 0
€:= 41,10],11
2 1 0
Then € is a basis of F™ consisting of eigenvectors of A.
(iv) Let
110
Q=14 0 1
210
Then

Q7'AQ =

o OO
o = O
_ o O
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Exercise 12. A scalar matrix is a square matrix of the form A\I for some scalar A;
that is, a scalar matrix is a diagonal matrix in which all the diagonal entries are
equal.
(a) Prove that if a square matrix A is similar to a scalar matrix A\I, then A = \I.
(b) Show that a diagonalizable matrix having only one eigenvalue is a scalar
matrix.

(c) Prove that ( 1) is not diagonalizable.

1
0 1
Solution. (a) Since A is similar to a scalar matrix AI, then there exists an invertible
matrix @ such that
Q71AQ = M,
which implies
A=QM\)Q ' =)l

(b) On the one hand, let M be a diagonalizable matrix having only one eigen-
value, then M is similar to a scalar matrix, by (a), we have M is a scalar matrix.

On the other hand, if M is a scalar matrix, then M is diagonalizable and M has

only one eigenvalue.

(c) Let A := (é }), since the characteristic polynomial of A is

det(A — X)) = (A — 1),

which implies that the eigenvalue of A is 1.
For the eigenvectors corresponding to 1, consider

L) G-

then we find the eigenspace F1,

()

which implies that A is not diagonalizable.

Exercise 13. Let T be the linear operator on M, (R) defined by T(A) = A®.
(a) Show that +1 are the only eigenvalues of T.
(b) Describe the eigenvectors corresponding to each eigenvalue of T.
(c) Find an ordered basis 5 for May2(R) such that [T]s is a diagonal matrix.
(d) Find an ordered basis 8 for M,, ., (R) such that [T]g is a diagonal matrix for
n > 2.

Solution. (a) Let A € R be an eigenvalue of T, then there exists an eigenvector
M € My, x»(R) such that

T(M) = M,
which implies
M'=\M,
therefore
Mj; = AM;j,
then
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Since M # 0, therefore
A =1,
which implies A = +1.
(b) For the eigenvector M; corresponding to 1, M is a symmetry matrix.

For the eigenvector M_; corresponding to —1, M; is an skew-symmetry matrix.
(c) By (b), let

{60 1006 )

Then [T]s is a diagonal matrix.
(d) By (b), let

B={Eii}i=1,.n U{Eij + Eji }isj U{Eij — Eji}isj,
where F;; is the matrix with its ij-entry 1 and all other entries 0.

Exercise 14. Let A be an n X n matrix with characteristic polynomial
f) = (=1)™" +a,_1t" ' 4+ + ait + ao.

(a) Prove that f(t) = (A11 — t)(Aaa — ) -+ (Apn — t) + q(t), where ¢(t) is a
polynomial of degree at most n — 2.
(b) Show that tr(A) = (=1)""ta,_1.

Solution. Tt suffices to prove (b). By Schur decomposition, there exists an invert-
ible matrix @ € M,,«,, such that

Q'AQ =U,
where U € M,,«,, is an upper triangular matrix. Then
det(A —tl,) =det(U —tI,) = (U1 —t) -+ (Upn — 1),

which implies
tr(A) =tr(U) = (=1)"ta,_1.

Exercise 15. Label the following statements as true or false.

(a) Any linear operator on an n-dimensional vector space that has fewer than n
distinct eigenvalues is not diagonalizable.

(b) Two distinct eigenvectors corresponding to the same eigenvalue are always
linearly dependent.

(c) If A is an eigenvalue of a linear operator T, then each vector in Eyis an
eigenvector of T.

(d) If Ay and Ay are distinct eigenvalues of a linear operator T, then Ey, NEy, =
{0}.

(e) Let A € My, (F) and 8 = {v1,v2, ..., v, } be an ordered basis for F” consisting
of eigenvectors of A. If ) is the n x n matrix whose jth column is v; (1 < j < n),
then Q~1AQ is a diagonal matrix.

(f) A linear operator T on a finite-dimensional vector space is diagonalizable if
and only if the multiplicity of each eigenvalue A\ equals the dimension of Ejy.

(g) Every diagonalizable linear operator on a nonzero vector space has at least
one eigenvalue.

The following two items relate to the optional subsection on direct sums

(h) If a vector space is the direct sum of subspaces W1y, Wo, ..., Wy, then W;,N\W; =

{0} for i # j.



SUGGESTED SOLUTIONS TO HOMEWORK 7 10

(i) If
k
V=YW, and W;NW;={0} fori#j,
=1

thenV:W1®W2@®Wk

Solution. (a) False.
(b) False.
False.

Exercise 16. Let V = C? and T is defined by T(z,w) = (2 + iw, iz + w). Test T
for diagonalizability, and if T is diagonalizable, find a basis 8 for V such that [T]g
is a diagonal matrix.

Solution. (a) Let « = {(1,0),(0,1)}, then
T(1,0) = (1,i) =1 (1,0) +i- (0,1),
T(0,1)=(¢,1)=14¢-(1,0) +1-(0,1),

therefore

Since the characteristic polynomial of T is
det([T]a — Al) =(A=1—=0)(A —1414),

which implies that the eigenvalues of T are 1 +¢ and 1 — 4.
For the eigenvectors corresponding 1 — 4, consider

G )E)-a-0(z).

then we find the eigenspace F;_;,

o))

For the eigenvectors corresponding 1 + 4, consider

() () =asn ().

then we find the eigenspace F4,,

- ()}
s {(3)- ()

s = <18i 19rz'>'
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Exercise 17. Let T be a linear operator on a finite-dimensional vector space V with
the distinct eigenvalues A1, A, ..., \x and corresponding multiplicities mq, mao, ..., mg.
Suppose that 8 is a basis for V such that [T]s is an upper triangular matrix. Prove
that the diagonal entries of [T']g are A1, Az, ..., Ay and that each A; occurs m; times
(1<i<k).

Solution. Let n = dimV. Then the characteristic polynomial of T is,

det([T]g — AL,) = (A1 — A)™ -+ (Ag — A)™,
which implies the diagonal entries of [T']g are A1, Ag, ..., Ay and that each \; occurs
m; times (1 <i < k).

Exercise 18. Let A be an n x n matrix that is similar to an upper triangular ma-
trix and has the distinct eigenvalues A1, Ao, ..., A, with corresponding multiplicities
may, Mg, ...,my. Prove the following statements.

(a) tr(A) = zk:lml)\l

(b) det(A) = (A1)™ (Aa)™ - -+ (\)™,
Solution. Since the characteristic polynomial of T is,
det([T]g — AL,) = (A1 = A)™ - (Mg = A)™*,

therefore .
tr(A) = E:WLZ)\Z7
i=1

and
det(A) = (A1) (A2)™2 -+ (Ar) ™.

Exercise 19. (a) Prove that if T and U are simultaneously diagonalizable linear
operators on a finite-dimensional vector space V, then the matrices [T]z and [U]g
are simultaneously diagonalizable for any ordered basis .

(b) Prove that if A and B are simultaneously diagonalizable matrices in M,, «,, (F),
then L4 and Lp are simultaneously diagonalizable linear operators.

Solution. (a) Let n = dimV, a := {v',...,v"} be an ordered basis of V such
that T and U are simultaneously diagonalizable, then [T], and [U], are diagonal
matrices. Let 3 := {w?,...,w™} be an arbitrary ordered basis of V, then there exists
an invertible matrix@ € M,,x, (F) such that

n

[wa = [v]aQji,

for A = «, 8. Then



SUGGESTED SOLUTIONS TO HOMEWORK 7 12

Let \; be the eigenvalue corresponding to the eigenvector v’ € a, therefore

([Tls)is =([T(w”)]p)i

=Y (v"5)iQu
k=1

= Z Z Me([w']5)i (Q )ik @iy

k=1 1=1
=(Q'diag(A1, -+ Ak)Q)ij,
which implies
[Tls = Q' [T]aQ-

Similarly, [U]s = Q![U],Q.

(b) Since A and B are simultaneously diagonalizable matrices, then there exists
an invertible matrix @ such that Q' AQ and Q~!BQ are simultaneously diagonal
matrices. Let 8 := {Q',...,Q"} where Q' is the i-th column of @, then we claim
that [La]g and [Lg]g are diagonal matrices. Indeed,

(Lalg)is = (AQ7): = X; Q5
which implies that [La]g is a diagonal matrix. Similarly, [Lg]s is a diagonal matrix

Exercise 20. (a) Prove that if T and U are simultaneously diagonalizable operators
on a finite-dimensional vector space V, then T and U commute.

(b) Show that if A and B are simultaneously diagonalizable matrices, then A
and B are commute.

Solution. (a) Let n = dimV and 3 := {v!,...,v™} be an ordered basis such that
[T]g and [U]s are diagonal matrices. Then for arbitrary v* € 3, we have

TU(v") — UT(v") = T(bv') — U(a;v*) = bjav’ — asbv’ = 0.
For arbitrary v € V, since there exists Ay, ..., \,, such that
v=Mot+ N0,
therefore
TU(v) — UT(v) = A (TU(v") = UT (")) + -+ + A (TU(™) = UT(v™)) = 0,

which implies that T and U are commute.

(b) Since A and B are simultaneously diagonalizable matrices, then there exists
an invertible matrix @ such that Q7'AQ = A; and Q 'BQ = A, where A; and
Ao are diagonal matrices. Therefore

AB = QA1AQ7 ! = QALA Q! = BA.

Exercise 21. Let T be a diagonalizable linear operators on a finite-dimensional
vector space V, and let m be any positive integer. Prove that T and T™ are
simultaneously diagonalizable.

Solution. Let 3 := {v!,...,v"} be an ordered basis of V such [T]s is a diagonal
matrix. Since
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([T™8)i =(T™ (@7)]s)s;
=X ([T (W)]g)i
=\ (T (07)]p)i
=T ([Tlg)iss

where )\; is the eigenvalue corresponding to v/, therefore T and T™ are simultane-
ously diagonalizable.



