
Lecture 10:

Recalli DFT of DFT of
f n

· Mathematical formulation of image blur :

M -

g = fxh + n -> G = -FOH + N
un

- -

L L DFT of

Blurry original
noise DFT of

h
image image g

· Direct inverse filtering : T(U,
V =Hair+ 3 synth

(Replacing CH by H)

(Boast up noise)

· Modified inverse filtering :

BLU, v =

ryn
and T(u

, V = Blur sgnCH(n)



Methods:WienerFiltera where Secu , v = Nea

Sf (n,
v) = 1 F(u,

vs)

If Such, v) and Sf(U, v) are not known
,

then we let K =A,
to get

T(n , v)
v

+ k

Let E(n
,

v) = T(U
,
v) Gen

,
v). Compute F(X, Y) = inverse DFT of E(U

,
v).

In fact
,
the Wiener filter can be described as an inverse filtering as follows :

Fin , vs = ((rain)(i/acmi
Behave like "Modified inverse

filtering" to if H(UV) =0 (if (n ,
v) far awaya

= 1 if HNN) is large (if (n,2) = (0
, 01)



What does Wiener filtering do mathematically?
canshow : Wiener filter minimizes the mean square error:

N

(f
,
) = * E(f(x , y) - f(x , y))

2

↑ ↑ x = -E2y= -
original Restored

degradation
Observed ↓

&Let g = hxf + ne
noise

↑ original

Then
,

the restored image E(x , ) can
be written as :

(x
, y) = W(X, y) * g(X, Y) for some w X, Y)

Recall :- is obtained as follows:

Step1 : Let Flu ,
~) = Mr Ga (G(n,v

= DFT(g)(n,v)

Step2 : Compute iFT of F to get

: = Sw + g for some w. Cor E = DFTC) = WOG)



Thus , I depends on W

We can regard "(f
,
f) as a functional depending on W =

e(f
,
f) = (W)

We can find an optimal W .

that minimizes :

E "(W) = (F(W) -fl
Under suitable condition (spatially correlated) ,

the minimizer

W is given by :

W(U, v) = Nur Where Sucu,v
= /Ncusa



Method4 : Constrained least square filtering
Disadvantages of Wiener's filter :

DINcu ,
VIP and IF(n ,

vi) must be known / guessed
② Constant estimation of ratio is not always suitable

Goal : Consider a least square minimization model.

Let g = hxf + n

A # Noise

degradation
->

In matrix form
, g

=DF+
7

N
2

N
11

3(g) ( (f) S(n)
5

,
F , EIR

,
DeMNxN

- transformation matrix of hxf
stacked image of g (orf)



Constrained least square problem:

What is

-

Given - ,
we need to find an estimation of I such that it minimizes:

E(f)=# 1 Af(x ,
y) subject to the constraint.i

11-DF'll = E

-If?

In the discrete case
,

we can estimate :

Af(x, y) = f(x + 1
, y) + f(x, y + 1) + f(x-, y) + f(x , y - 1) - 4f(x ,y)

Taylor expansion :

-h
2 f(x ,y) f(x

+
, y) - 2f(x , y) + f(x = 2 ,3)4ht Af(x

,y) = f + f )(x , y)-m

22

f(x ,y + h) - 2f(X ,y) + f(x, y -h)

22TheLaplacianin the discretese



Remark:
· More generally ,

Af = p # f = discrete convolution

where

p = (0 , 0 o

· Minimizing /Af(x ,
yl" is to denoise .

· Also
,
5 = DF + - DF = n = ll -DFlEllM

=

E
i

. the constraint115-DFII" is to solve noise level

the deblurring problem.



· #1 Af(x ,
all Le Denise

· 11-DE = E E Deblur

Remark: (15-DF" = E means we Allow some fixed level of noise.

3

II Fill



Let Txf = 3(p + f) = LF
* Aransformation matrix representing the convolution

Then : E() = (L) T(LF) withP

We will prove :

Theorem: The constrained least square problem has the optimat solution

in the spatial domain that satisfies :

(d -D + ULTL)j =

p
+ +

g

for some suitable parameter U.

In the frequency domain,

#(n ,
vi : = DFT(f) (n ,

v) = VIP G ,s

(H = DFT(h) ; G(n
,
r) = DFT(g) ; P(n ,

v) = DFT (p) where

p = ):, (



↳mark

:ConstrainedlastsquareFilterina-

Let Flu
,
) = T(U,

v) G(n,
v)

Compute Invern DFT of E(U
,
2).



setchof proof :

Recall : our problem is to minimize :

-

T LT Lf subject to 11-DF1)" = =
I

( - D) (g -D)

From calculus
,
the minimizer must satisfy :

D2 -7) L'L] + x (5 - D) T (5 -DF) = 0 for

where E = (f1, fr , ..,
fi ....,

Exp)" and X is the Lagrange's multiplier.

Here
,
72 =( , C .... the

Easy to check : · (FT) = *

· D(b')
= T

· D(FTAF)= (A + A5)]



-T = (f
1,
fr

.
.
. .,
ful (a) = Gifi + anfut ...+ ason

-T = aj
T

T

i.T *def it ..., ) = (a, , need

etc...



:
. D = 0 = (2L L) + x) - DT -

+
+ 2 4DF) = 0

=> (D D + UL L) = D
+

5 when U =
5, and X is the Lagrange's

multiplier.

Parameter O can be determined by direct substitution into the equation :

(j - D)
+

(j - DJ) = E
.



Howabout in the frequency (Fourier) domain ?

Inoimportanttheorems
a

linear transformation defined.

O(f) = k * f for all fEMNXN(IR) ,
where

KE MNXN(IR)
.

Let DEMNxN(IR) be the transformation matrix representing O.

That is, S(O(f)) = D3(f)
. EIRN2

Here
,
I is the stacking operator. SCII is the vectorized image of I

(Is) cot of I becomes first n entries of SCI)
,

2nd col of I becomes

second n entries of SCI), ..., etc)



Theorem1 : Let K = DFT(k). Then :

DF W-ApW and DT = W
_
AdW +

where L

I (0 , 0)
=X (1 , 0)

2nd colof

Wi # becomes2nd

of I becomes diagonal entries

ve sto IX (N-1
,

of meD = I + n diagond
entries

IXCO, 1

....( I(N- 1
, 1)

-

..

2 (0
, N-1) I& "-e(N

+
,
N+ )(for W = WNQWN where Wx = (tmn 0 cm

,
nIN+

E MNXN(4)


