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Probability space

The probability space: (Ω,F ,P):

Ω is a set.

F is a space of subsets of Ω satisfying

Ω ∈ F ,
A ∈ F =⇒ AC ∈ F ,
An ∈ F , n ≥ 1 =⇒ ∪n≥1 An ∈ F .

The space F is called a σ-field, a set A ∈ F is called an event.

A probability measure is a map P : F −→ [0, 1] satisfying:

P[Ω] = 1,
If {An, n ≥ 1} ⊂ F be such that Ai ∩Aj = ∅ for all i 6= j, then
P[∪n≥1An] =

∑
n≥1 P[An].

Example 1: Ω = {1, 2, · · · , n}, F := σ({1}, · · · , {n}),
P[{i}] = 1

n , for each i = 1, · · · , n.

Example 2: Ω = R, F := B(R), for some density function ρ : R −→ R+,

P[(a, b)] =
∫ b
a
ρ(x)dx, for all a ≤ b.
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Random variable, distribution

A Random variable is a map X : Ω −→ R satisfying

X−1(A) := {ω ∈ Ω : X(ω) ∈ A} ∈ F , for all A ∈ B(R)

⇐⇒ {X ≤ x} ∈ F , for all x ∈ R .

The distribution function of X is given by

F (x) := P[X ≤ x], x ∈ R .

discrete random variable X:

pi = P[X = xi], i ∈ N,
∑
i∈N

pi = 1.

continuous random variable X (with continuous probability
distribution), one has the density function

ρ(x) = F ′(x), x ∈ R .

A distribution neither discrete nor continuous exists.
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Random variable, distribution

The expectation E[f(X)] is defined by
∫

Ω
f(X(ω))dP(ω) whenever the

integral is well defined (measure theory needed to define it regorously).

discrete random variable X:

E[f(X)] :=
∑
i∈N

f(xi)P[X = xi] =
∑
i∈N

f(xi)pi.

continuous random variable X with density ρ:

E[f(X)] :=

∫
R
f(x)ρ(x)dx.

For two (square integrable) random variables X and Y , their variance
and co-variance are defined by

Var[X] := E
[(
X − E[X]

)2]
, Cov[X,Y ] := E

[(
X − E[X]

)(
Y − E[Y ]

)]
.

The characteristic function of X is defined by Φ(θ) := E[eiθX ].
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Independence

The events A1, · · · , An are independent if

P
[
A1 ∩ · · · ∩An] =

n∏
i=1

P[Ai].

The σ-fields F1, · · · ,Fn are independent if

P
[
A1 ∩ · · · ∩An] =

n∏
i=1

P[Ai], for all A1 ∈ F1, · · · , An ∈ Fn.

The random variables X1, · · · , Xn are independent if

σ(X1), · · · , σ(Xn) are independent.

Remarks: How is σ(X1) defined? What does it mean if we say X1 is
independent of F2? Concrete examples ...
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Independence

Lemma

If X1, · · · , Xn are independent, fi are measurable functions. Then
f1(X1), · · · , fn(Xn) are independent.

Lemma

If X1, · · · , Xn are independent, then

E[f1(X1) · · · fn(Xn)] = E[f1(X1)] · · ·E[fn(Xn)].

Consequently,

Var[X1 + · · ·+Xn] = Var[X1] + · · ·+ Var[Xn].

Cov[fi(Xi), fj(Xj)] = 0, i 6= j.

Remarks: The inverse may not be correct. Concrete examples ...
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Convergence of random variables

Almost sure convergence: We say Xn converges almost surely to X if
P[limn→∞Xn = X] = 1.

Convergence in probability: We say Xn converges to X in probability if,
for any ε > 0,

lim
n→∞

P[|Xn −X| ≥ ε] = 0.

Convergence in distribution: We say Xn converges to X in distribution
if, for any bounded continuous function f ,

lim
n→∞

E[f(Xn)] = E[f(X)].

Convergence in Lp (p ≥ 1) space Let Xn, n ≥ 1 satisfy E[|Xn|p] <∞,
we say Xn converges to X in Lp space if

lim
n→∞

E
[
|Xn −X|p

]
= 0.
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Convergence of random variables

Lemma (Relations between the different notions of the convergence)

One has

Cvg a.s. =⇒ Cvg in prob. =⇒ Cvg in dist.,

Cvg in Lp =⇒ Cvg in prob.

Cvg in prob. =⇒ Cvg a.s. along a subsequence.

Lemma (Monotone convergence theorem)

Assume that 0 ≤ Xn ≤ Xn+1 for all n ≥ 1, then

E
[

lim
n→∞

Xn

]
= lim

n→∞
E[Xn].

Remark: In practice, we may have Xn := fn(X) for a sequence (fn)n≥1

satisfying 0 ≤ f1 ≤ f2 ≤ · · · .
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Limit theorems

Theorem (Law of Large Number)

Assume that (Xn)n≥1 is an i.i.d. sequence with the same distribution of
X and such that E[|X|] <∞. Then

lim
n→∞

Xn := lim
n→∞

1

n

n∑
k=1

Xk = E[X], a.s.

Theorem (Central Limit Theorem)

Assume that (Xn)n≥1 is an i.i.d. sequence with the same distribution of
X and such that E[|X|2] <∞. Then

√
n
(
Xn − E[X]

)√
Var[X]

converges in distribution to N(0, 1).
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Inequalities

Lemma (Jensen inequality)

Let X be a r.v., φ be a convex function. Assume that E[|X|] <∞ and
E[|φ(X)|] <∞. Then

φ(E[X]) ≤ E
[
φ(X)

]
.

Lemma (Chebychev inequality)

Let X be a r.v., f : R→ R+ be an increasing function. Assume that
E[f(X)] <∞ and f(a) > 0. Then

P[X ≥ a] ≤ E[f(X)]

f(a)]
.
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Inequalities

Lemma (Cauchy-Schwarz inequality)

Let X and Y be two r.v. Assume that E[|X|2] <∞ and E[|Y |2] <∞.
Then

E[XY ] ≤
√

E[|X|2]E[|Y |2].
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Conditional expectation

Theorem

Let (Ω,F ,P) be a probability space, G be a sub-σ-field of F , X a
random variable. Assume that E[|X|] <∞. Then there exists a random
variable Z satisfying the following:

E[|Z|] <∞.

Z is G-measurable.

E[XY ] = E[ZY ], for all G-measurable bounded random variables Y .

Moreover, the random Z is unique in the sense of almost sure.

We say such a random variable Z is the conditional expectation of X
knowing G, and denote

E[X|G] := Z.

MMAT 5340 - Probability and Stochastic Analysis



Basic Probability Theory Review
Conditional Expectation

Conditional expectation, examples

When G = σ(Y1, · · · , Yn), for Y = (Y1, · · · .Yn), we also write

E[f(X)|Y1, · · · , Yn] := E[f(X)|G].

In this case, there exists a measurable function g : Rn → R such that
E[X|Y ] = g(Y ). To compute E[f(X)|Y ], it is enough to compute the
function:

g(y) := E[f(X)|Y = y], for all y ∈ Rn .

Discrete case: P[X = xi, Y = yj ] = pi,j with
∑
i,j pi,j = 1. Then

E[f(X)|Y = yj ] =
E[f(X)1Y=yj ]

E[1Y=yj ]
=

∑
i∈N f(xi)pi,j∑

i∈N pi,j
.

Continuous case: Let ρ(x, y) be the density function of (X,Y ). Then

E[f(X)|Y = y] =

∫
R f(x)ρ(x, y)dx∫

R ρ(x, y)dx
.
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Conditional distribution

Let A be an event such that P[A] > 0, The conditional probability
knowing event A is given by

P
[
B
∣∣A] :=

P
[
B ∩A

]
P[A]

,

and the conditional expectation is given by

E
[
f(X)

∣∣A] :=
E
[
f(X)1A

]
P[A]

.
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Conditional expectation

Lemma

Let X and Y be two r.v. such that E[|X|] <∞ and E[|Y |] <∞, a, b be
two real numbers. Then

E[aX + bY |G] = aE[X|G] + bE[Y |G].

Lemma

Let X, Y be r.v. such that E[|X|] <∞, Y is G-measurable and
E[|XY |] <∞, then

E[E[X|G]] = E[X], E[E[X|G]Y ] = E[XY ],

and
E[XY |G] = E[X|G]Y.

If X is independent of G, then

E[X|G] = E[X].
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Conditional expectation

Lemma

Let X be a random variable, ϕ be a convex function. Then

E[ϕ(X)|G] ≥ ϕ(E[X|G]), a.s.

Lemma (Monotone convergence theorem)

Let (Xn, n ≥ 1) be a sequence of integrable random variable such that
0 ≤ Xn ≤ Xn+1, a.s. Then

lim
n→∞

E
[
Xn

∣∣G] = E
[

lim
n→∞

Xn

∣∣G].
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Conditional expectation

Lemma

Let X be an integrable random variable, and G := {∅,Ω}. Then

E
[
X
∣∣G] = E

[
X
]
.

Lemma

Let X be an integrable random variable, and G1 ⊂ G2 be two sub-σ-filed
of F . Then

E
[
E
[
X
∣∣G2

]∣∣G1

]
= E

[
X
∣∣G1

]
.
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