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Math 3360: Mathematical Imaging
Assignment 4 Solution

Consider a 2N x 2N image I = (I(m,n))—N<mn<n—1. The Butterworth high-pass filter

H of squared radius Dy and order n is applied on DFT(I) = (I(u,v))-N<u,u<N—1 tO give
G(u,v). Suppose 1(1,1) # 0 and 1(2,2) # 0, and

1. 1
G(1,1) = 5= 1(1,1) and G(2,2) = 151(2.2).

Find Djy and n.

Solution: The given information implies

1
Hence
Dy 1
T P Lon a7’ 36-2" = Dn
DOD—';2 317 and thus 07
0 _ 9-8" =D§.

1 _——-0  _ -
Dy + 8n 10°
Then 8" = 4 - 2", Hence n = 1 and then Dy = 72.

(a) Conmsider a (2M + 1) x (2N + 1) image I = (I(m,n))o<m<2m,0<n<2n, Where M, N >
200. The Gaussian high-pass filter with standard deviation o is applied to DFT(I) =

. 1
(I(u, U))OSmSQI\/LOSnSQN. Suppose H(Q, 2) = m Fil’ld 0'2.

(b) Consider a Gaussian low-pass filter

u? 4 v?
H(u,v)zemp(— 5,2 )

Suppose H(4,2) = 5=H(1,—3). Find 2.
Solution:

(a) The given information implies
) 22 4 22 1
—exp| — =
P\ 202 MN’
4

In(MN) — in(MN — 1)

(b) The given information implies

hence 02 =

hence 13 = 1 + 5 and so 0% = 10.

Suppose g € Myxn(R) is a blurred image capturing a static scene. Assume that g is given
by:
=
g(u,v) = X};)f(u—k,v) for0 <u,v <N -1,



where A € NN [1, N] and f is the underlying image (periodically extended). Show that
DFT(g)(u,v) = H(u,v)DFT(f)(u,v) for all 0 < u,v < N — 1, where H(u,v) is the degra-
dation function in the frequency domain given by:

)
A sin Ty

lsin% 771']’(’\71)” if
H(u,v) = € " 1 uz0,
1 if u=0.

Solution: Note that g = h * f, where

1 _ —
h(u,v) = 4 3 fu<A—1v=0
0 otherwise.

Let 0 <u,v < N —1. Then

DFT(h)(U, ’U) = W Z 6_27{.]%
k=0
1 1—6_27‘-9‘% —2mj ~
_ )y eI AL
ﬁ ife ?miv =1

s Au S Au
"IN ("N —e N .
Lt —0) ifu¢ NZ

. itue NZ
sin 2z¢ (A -Du
_ )\11\/2 sin% eITw lfu#o
= if u # 0.

Since DFT(h * f) = N2DFT(h) ® DFT(f),

1 sin AL A= it
H(u,v) = N2 DFT(h)(u,0) = 4 > s © 0 1Y #0
1 ifu=0

. Consider a 4 x 4 periodically extended image I = (I(k,1))o<k,i<3 given by:

a a—2c 0 O
j b—2c 0 0 0

0 0 0 0}’

0 0 0 b

where a,b,c > 0.

Consider the modified direct filter T} with squared radius a and order b, which is defined by

B(u,v)

Ty (u,v) = Hy(u,v) + € - sgn(H; (u, v))

1
where B(u,v) = m, e =1 and Hy(u,v) = DFT(h1)(u,v) with hy being a bluring
1/2 0 0 0
. 1/2 0 0 0
convolution kernel O 0 0 0
0 0 0 O

Consider the constrained least square filter 75 with parameter ¢, which is defined by

o i HZ(u7 'U)
N [Hy(u,v)]* + e P(u, )]

T2(u7 U)



and

1).

1/3 1/3 1/3 0
where Hy = DFT(hg) with hy being the convolution kernel 8 8 8 8
0 0 0 O
-4 1 0 1
= - . 1 0 0 O
P = DFT(h) with h being the convolution kernel 0o 0 0 0
1 0 0 O
Let Ix(u,v) = To(u,v)DFT(I)(u,v).
1 37
Suppose DFT(I)(0,0) = 3 T7,(0,2) = Ta DFT(I)(1,1) # 0and I5(1,1) = %DFT(I)(L
Find a,b,c. (Here, j =+/—1.)
Solution: First, from
3
1 +(a—2¢)+(b—-2¢)+b a+b—2¢c 1
DFT(I) T Z_: 12 T8 T

we know that a + b — 2¢c = 4.
Secondly, recall that

3

Hy(u,v) = DFT(hy)(u,v) = igg_:ohl(k,l) SRy
we can compute
L g 11 1. 1
H,(0,2) = 2Zh(k De—2mi% 7(7+§):E

From

B(0,2) o 1 1 16
102 = o3 T e sgn(Fh(0.2)) 1+(g)b/<16+59”(16)> T3y

Therefore, (2)° = 1.
Besides,

Hy(1,1) = DFT(ha)(1,1)

k,1=0
1 1 .
=15 z(lte e
J— 1 ;
487

Similarly, P(1,1) = DFT(h)(1,1) = —=

Hence
(1) — 1 Hy(1,1) ) 3 _
CH(LYP +PLL)P ~ 16 15 + ¢ 1+ 14de
a+b—2c=4
From ¢ ()b =1 and a,b,c >0,
73 =1+ 144c

we know that eithera:47b:1,c:%ora:5,b:0,c:%

3

73



5. The constrained least square filtering aims to find a vectorized image f of a N x N image
f that minimizes: E(f) = (Lf)T(Lf) subject to the constraint: [ — H f]7[§— Hf] = ¢, for
some block-circulant matrices H and L. € is a fixed parameter greater than 0.

(a) Let W = W5 ® Wa, where Wa(k,n) = %e”j’m for 0 < k,n <1 and ® is the Kronecker
product. Given that H = WAzW ! and L = WAL, W ™!, where

he 0 0 0 lb, 0 0 0
[ o n o0 o o 0o o0
Am=1 g o p o |®IA=] (¢ o 1, 0
0 0 0 hs 00 0 Iy

where h;,l; ERT,0<i<3

Let § = S(g), where g is a 2 x 2 image and S is the stacking operator.
i. Show that H is block-circulant
ii. Show that W~1S(h) = 28(h) for any 2 x 2 image h.

(b) Show that the optimal solution f = S(f) that solves the constrained least square prob-
lem satisfies NHTH + LTL]f = AH™ § for some parameter \. Hence, find DFT(f) in

term of DFT(g) , hi,1;,0 < i < 3 and A. You may assume A > 0. Please show your
answer with details.

Solution:

(a) Here we prove the general case for any N € N7.

i. Consider W,W~!, H and Ay as N x N block matrices and every block of them is
a N x N matrix. We have

1 2mj
WZWN@WN:W(ENMWN

1 2mj
Wlewleow:-! = ( 7Tle—1>
N @WN VN © N Jo<ki<n-1’
H = (Hp1)o<k,i<N-1,

)ogk,ngﬂ’

Ag O - 0
0 A, - 0
Ag=1| . . ) ,
0 0 An_1
where
hin 0 0
0 hint1 0
A = )
0 0 o hGryN—1

for any 1 =0,1,--- , N — 1. Then compute

1 2nj _2nj
= (6 N leN) AH (6 N lkWN)
N 0<k,I<N—-1 0<k,I<N—-1

1 xj i
= — (eszleNAl) (ei%lkWN)
0<k,I<N—1 0<k,I<N—1
1 gl 2mj 2mj
— N ( e;\;fkme—]’\r/mlWNAmWNl)
m=0 0<k,I<N—1
P _
=N (WN <Z ¢ R mk— l)Am> WN1> .
0<k,I<N—1
So Hi; = —WN ( _ 2§Jm(’“’l)Am> W&l and Hy41141 = Hy,, which means
H is block-circulant.



ii. We know that h = UhU, where U = (ugi)o<k,i<n—1 and uy = %e’%kl. It’s easy

to find uy = ﬁWJQI(k, 1), so W&l = V/NU. By the property of sperable image
transformation, we have
WIS(h) = W' @ Wy'S(h)
= S(Wy ' h(WyHT)
=S(WyhWh)
=S(NUWU)
= NS(h)
(b) We know the minimizer must satisfy

D— ;f,[fTLTLf+ NG-HAH" (G- H =0

where A is the Lagrange multiplier. Easy to check

D=0
= QLT f+ N—H"G— HTG+2HTHf) =0
= \HTH+L"L)f = H"§.
Since L is also block-circulant, it is also diagonalizable by W. Then
MHTH + LTL = \H*H + L*L
= X\WAgW ) (WAgW ™) + (WAL W H)* (WAL W)
= AWALAEW L+ WAL AL W !
and AHT = NH* = A\(WAgW=1)* = AWAS, W1, Hence
AWAGAEW ™+ WAL AL W HS(f) = \AWALWLS(g),
(A gAm + ALAL)S(DFT(f)) = MpS(DFT(g))
and thus

Ahu+2v
DFT(f)(u,v) = 55— DFT(g)(u,v).
)‘hi-i-?v + Z’L2H-2v



