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Review :

· Joint SDF of X and Y :

Fa , b) = PSXsa, Ysby
,

a
, bE1R

.

· All joint probability statements about X and Y

are determined by the joint CDF of Xand Y .

Next we further study the joint distributions in
the discrete care and continuous case

, separately .



cas Discrete case
.

· Now we consider the care that both X and Y are

discrete . In such care
,

we can define the
joint prob . mass function of XandY by
(joint prof (

p(x , x) = P(X = x
,
Y= y)

.

Then

Px(x)
= P[X = x )

= 54(X= x
, Y= 3)

= IP(X , y)
.

similarly

Py(3) = EP(X , 3)
.

In particular
#(a , b) =

2 p(x , 3)
.(X, y)

X<a
, Yb

.



(3) Continuous case
.

· Def : We
say two

ro's X and Y are jointly continuous

if there exists f : R - 50, 0) such that

P((X ,
Y) = c) = () f(x , y)dxd3

,

for any "measurable" set CIR2 .

Simmeasurable" sets include
, for instance,

the countable union/intersections
of rectangles [a , b) x 5c,

d
-(

· In particular,

49Xxa , Yxb3 = P((X , y)e7 0, a)x70 , b))
- () f(x , 3) dx dy .

· The function f in the def is called the joint
Adensityfamation of X and Y .



Prop I . Suppose X and Y have a joint density f .

Let # be the joint CDF of Xand Y,

and let

-x and fy be the marginal densities of Xand Y .

Then
(1) Sab) = fa ,b) for a

, beR .

(3) fx(a) = S- f(a, y)dy
,

at IR

fy(b) = (-8f(x ,
b)dx

,

be R
:

Pf .

(1) Recall that

Fa ,b)
= J
.
S- f(x , y)dydx

- Jag(x) dx where gas) f(x ,3)d

So (a,b)
= q(a) = (-f(a , z)dy

and
= /-B fla ,

3)dy : fla , b)
.



(3)

Ex(a) = P4Xxab

-> (
- -() f(x , 3dy) dx

Let f(x) = /
.

f(x , y)dy

Then

Fx(a) = S
.

h(x) dX

Taking derivatives gives

fx(a) = -x(al = h(a)
= /. f(a , y)dy

.

Similarlyy

fy)b)= 1 f(x ,
b)dx

.

#



Example 2
. Suppose X and Y have a joint density function

f(x , y) = G
:xY(r x) if 09xx ,

094s

0 otherwise .

Find fx and EIXI
.

Solution
: By Prop 1 ,

falas-J. Fia , yidy
.

For af (0 ,1)
,

fx(al = S
,

"

12a(1- a)ydy

=> 6a(1- a)
.

For a 4 C0 , 1) , fx(al = 0
.



Hence filal=>6a(ral if
at 10 , 1)

0 otherwise
.

Now

EIX1= (xfx(x)dx
- I 6x2(1 - x)dx

= I* 6xt -6x3dx
I 2x3 = ExP)*
= I



3Example

Suppose X and Y have a joint density function
- (x+ y)

f(x , 3) = G
e if 0 x D

,
0xY <D

0 otherwise
.

Find the prob . density function of A .

station :

Since f(x , 3) =0 if ( .y(4 (0 , 0)x(0 , 01
,

we may assume X
,
Y always take positive

values
· So is Xy .

For a >0
,

PS - a) = P[XxaY)
= I f(x ,y)dxdy

((x, 3) = x xay)



- If exty) dxdy

((x , y) - (0,4) x (0 , 0) : xxay)

= (0(a
- xx +y)

· dxdY

-See as

=

S eY(rea) dy
= (e - g

= (a+ 1)3
dy

-
- e

- a flat e

Taking derivative gives

fy(a)
= stai a > D

S
0 otherwise

.

#



36 .
2 Independent random variables

.

Recall that two events E and I are said to be independent
if P(EE) = P(E)P(F) .

Rof: Let X and Y be two r
.
Us

.

We say
that X and Y are mudent if

PSX=A , Y-By = P(X=A) PSYEBS
,

for all A ,
BER

.

That is
,

the events (X=A) and

SY=B] are independent for all A
, BERR

.

Remark: X and Y are independent
E

#(a , b) = Fx(a) Fy(b)
,

Fa, be 1R
.

The direction"->"is clear .
The other direction

can be proved by using the three axioms of probability .



· Equivalent def of independence for r.
V.s

.

Prop5 · Suppose X and Y are discrete
.

Then

X and Y are independent
= P(x , y) = Px(x)Py(y)(A)

Pf . Clearly X and Y are independent
=> PSXEA , YEBY = PEXEAS - PSYB]

.

Letting A= [x3
,

B = <y3 gives

P(x , y) = Px(x) Py(y) .

Now suppose (* ) holds for all xc
, y

,

Then for given A
, BIR .

PSXGA ,
Ye B3 =

25 P(x . 3)
x =A y = B

= I 54x()Py(y)
x= A y tB

= (-A
*x) (e is ))

=> PEXEA39EYEB3
.



Prop 6
.. If X and Y are jointly continuous .

then X and Y are independent
=> f(x , y) = fx(x)fy(3) .

Pf .
X and Y are independent
E #(a , b) = Fx(a) FySb) ,

F a
, belR

=> Fab= a) . A
i. e f(a , b) = fx(a) fy(b) .

(**)
.

Now if (**) holds
,
then

Fla , b)
= J f(x

, y)dxdy

= ((fx(x)fy(z)dxdy
- ()- fyxdy) () : fxxax)
= Fy(b) · Ex(a)

.

Hence X
, Y are independent .



Example y : Suppose X and Y have a joint

density

f(x , y) = 24xy
, if0xxx1 , 0c4>1

,
>x+y<1

.

Determine whether X and Y are independent .

Station : We first calculate the marginal
densities fx(x)

, fy(3) .

Notice that for osa<1 ,

f(a , y) = (24a , if os y<1- a ,

other wise
-

so fxcal- S- f(a, y)dy

=Pra2pay dyS
- 24a

*

= Ka - (a)



Similarly 9

fy(b) = (-8f(x , b)dx

= frb 24 * bdX
0

= 12b(1 - b) if ocbx .

clearly f(a , b) + fx(alfy(b) ·

Hence

X
, Y are not independent .

#


