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Review

·Conditional expectation ELX1Y=3]

· Calculate expectation by conditioning

E[X] = ETEIX/Y]]
.

$7. 7
.

Moment generating functions.

Def . Let X be a v . U
. and ERR

. Define

M(t) = E)etX]
and we call Mit the in generating function of X

Remark : · Since

tX XC -

We have

M(t) = ZEIX1 ⑪









Thm 7. If Mx(t) = My(t) on a neighborhood (to , to

of zero
,

then X
, Y have the same (cumulative) distribution

In this sense
,
we say

that the moment generating function
uniquely determines the distribution.

Chap 8. Limiting thms.

5 8 . 1 Introduction

& : Let XI
,
Xy
, ...,

be a sequence of independent, identically distributed
r. r. 's . What can we say about the limiting behavior of

X
,
+ ... + Xn
- as n+ 0 ?

n
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. Two basic inequalities

Props . ) Markov inequality /
Let X be a non-negative v. U. Then for any aso,
p[X=a)s E[X]/a

.

Pf . Let = 2
1 if Xz a

o otherwise.





Suppose that it is known that the number of items produced 
in a factory during a week is a random variable with mean 
50.

(a) What can be said about the probability that this week’s 
production will exceed 75?

(b) If the variance of a week’s production is known to equal 
25, then what can be said about the probability that this 
week’s production will be between 40 and 60?




