
Lecture 5:

Zorn 's Lemma

Let S be a partially ordered set
. If every chain of S has

an upper bound

in
S

, then S contains a maximal elements
.

Definition I : ( Partially ordered ) A partially ordered on a ( non - empty ) set S

is a binary relation on S
,

denoted E
,

which satisfies :

• for Use S
,

SES

.  if SES
'

and s 's S
,

then S -

- S
'

•  if s s s
'

and s
'

es
"

,
then SES

"

.

Definition 2 : If every elements in a partially ordered set S is comparable

under E
,

then S is called a totally ordered set
.



.

Definition 3 : A chain is a collection of elements in S satisfying ?

if S , ES and SZE S
,

then either Si S Sr  or Saf S
,

.

For simplicity ,
We may consider countable chain Sif Saf  .

. .
 in  our discussion

( not  necessarily countable ) for the  ease  of  explanation

Definition 4 : A maximal element m of a partially ordered set S is defined

as follows : for I SES to which m is comparable ,
SEM .

Definition 5 An upper bound E of a chain { Cities is that for  all
,

I

Ci  E E
.



Zorn 's lemma ( adapted to 2048 )

Let V be a vector space . Let S be the collection  of linearly independent

Subsets of V
.

Then S is partially ordered under E
.

Assume every chain { La )aeI of S has a upper
bound

.

( Obviously
,

Uld is an upper bound of the chain
.

We need to show that
×

U La is linearly independent )

Then : S has a maximal element
.



Theorem : Every vector space has a basis
.

Proof : Let e be the collection  of all linearly independent

Subsets of V
.

a countable chain

For
any

chain { Si }ie[ ( WIcms:L!" " For easier interpretation . )

Ui Si is also linearly independent . c

'

. Y Si c. e
.

C- I

By Zorn 's lemma
, Imaximal linearly independent set M

.

We claim that spark M ) = V
.

If not
,

I T EV F T ¢ Spam ( M ) .

i. ①Span LMI -
- V

② M is L
.

I
.

Then : M ✓ { 83 is linearly independent '

⇒ µ is a

But Mc Must }
.

Contradition to Zorn 's lemma . basis
.



Theorem : Every spanning set of a non - zero  vector space V contains a

basis  of V
.

Proof . Let 9 be a spanning set of V
.

↳ t e be the collection  of linearly independent subsets of S
.

Then e to C as { 53 ee for any
FEIS )

Then
,

e under E is partially
ordered .

Let { Li }ie ,
be a chain in e

.

Then ? Li a e and Y.li is an upper
bound .

By Zorn 's lemma
,

there  is a
maximal element B in e

.

( i.e
.

a linearly independent subset  of 5 which is maximal )



We 'll show that Span I B ) = Spam I S ) = V

It suffices to show that for  any
I e S

,

I c- Span 1137 .

If not
, suppose

T # Span ( B )
.

Then : § u { I ) is linearly independent subset  of S
.

Hence
, fsu { nil Ee .But Buse ) ¥53 .

Contradicting to the fact that 13 is maximal .

.

'

.

I c- Spad ,B)
.

i . Span I B) = Sparc 5) = V
.

a

'

. S3 is a basis
.



Remark : To find a basis  inside  a spanning set S
,

it's natural to find a minimal spanning

Set  of V inside S
.

If M a 5 is  minimal
,

then M is linearly independent .

If  not
,

we  can find VEM 7 Span ( Mtv }) = Span ( M ) ,
contradicting the

minimality of M
.

One  might consider Zorn 's lemma as follows :

Let e be the set  of  all spanning subsets  of S
, partially order e by reverse

inclusion
.

That  is : S
,

ee and Sze e
,

S
, Ess iff S

, 252
.

For  any chain { Si ) , ,
in e

, ? Si  is the upper
bound

.

If ? Si E e
,

then Zorn 's lemma tells us e has a  maximal element ( i.e
.

 minimal

spanning set )

BUT : Assi MAY NOT always  in e ! !



Linear Transformation

Definition : Let V and W be vector spaces over F
.

A linear

transformation

from V to W is a map T : V → W

Such that -

- Ca) TC Tty ) = TCI ) t TCF )

( b ) TC at ) = a TCI )

for all I
, I c- V

,
a E F .

i



Proposition : Let T : V → w be a linear transformation . Then :

lil Tl Ju ) = Jw

Cii ) TC
,

aixi ) =

,

ai Ttxi ) VII. Iz
,

. . .int V

( T preserves linear combination )
At

i
Az

,  
- - . can C- F .

( i ) Tl Jv ) = Tl Jv tou ) = Tl Jv ) t TITU )

⇒ T ( Jv ) = Jw
.

( Cancellation law )

Iii ) Use math . induction ( exercise )



Examples -

-

 

•
For any

vector spaces V and W
,

we have i

(a) The zero transformation To : V → W defined by To ( I ) : = -6W
for HI

'

EV

(b) The identity transformation Iv : V -7 V defined by Iu , , = #

• Let A E Mmxn l F ) be a Mxn matric . f
,

for t 'T EV
.

Define : LA o

. Fn → Fm as : ( F
"

= space of col vectors of

LA ( I ) Eet AI
size n )

LA is called the left multiplication by A .

° T : Mmxnlf ) → Mnxmlf ) defined by TLA ) ItAt ( transpose
of A )



• T : Pn L IR ) → Pm UR ) defined by TC fix ) ) = fix ,

is a tin . transf ,

( derivative off )

• Let a and b EIR
,

as b
.

Then
,

T : CCIR ) → IR defined by e-

( Space of continuous

functions )

Tcf ) Eet Jab fit , dt



Null space or Range

Definition : Let V and W be vector spaces and T : V -7 w be

a linear transformation .

Then
, the hull space ( or kernel ) of T is defined as ?

NCT ) :
Et { TeV : TCI ) = Jw } c V

the range ( or image ) of T is defined as :

RCT ) : = { Text ) : I e V } C W

e. g . For Iv : V → V
,

NC Iv ) = { Tv }
,

RC Iv ) = V

( identity )

For To = V → w
,

N ( To ) = V
,

RCT . ) = { Jw }
C zero transf )



. LA : F
"

→ Fm ( A E Mmxn IF ) )

Nl LA ) = NCA ) = null space of A

R ( LA ) = ECA ) = col space of A ( space of linear

combination of col vectors

• For T : Pn CIR ) → Pm L IR ) defined by
of A )

Tlfexil = fix , ,
then : A  = ( I I -

.  -

I )
NLT ) = { a . E Pn UR ) : a. C- IR }

RIT ) = PhilIR )



Proposition : Let T : V → W be a linear transformation
.

Then = NCT ) and RCT ) are subspaces of V and W

respectively ,

Proof :  .

,

, Ti Ju ) = Jw

.

'

i
Jv E NCT ) and Tw E RCT )

Let I
'

and I
'

E NCT ) and a EF
.

Then :

TCI -15
'

) = TCI ) t Tty ) = Jw tow = w and

TC af ) = a TCI ) = a Jw = Jw

.

'

. Tty E NLT ) and ate NCT )

c

'

. NLT ) is a subspace of V .



Now
, let it

, I e RCT ) and a C- F
.

Then ? 7- I
, I

'

e V such that rt = Ttx ) and I = Tty )

So
,

Titty) = TCI ) t Tty ) = Itv ⇒ I true RCT )

Tca 't'T= a TCI ) = art ⇒ art
'

e RCT )

i . RCT ) is a subspace of W
.



Remark : T : V → w is onto  iff RCT ) = W

( follows from the def )

Proposition : A linear transformation T : V -7 W is one - to - one

iff NLT ) = { I }
.

Pf :

( Recap : One - to - one ⇒
"  

Tix )= TCI ) ⇒ 5=5
' "

( ⇒ I If T is one - to -
one

,
then : for any

Ie NY )
,

we have Tcf ) = Jw = Tc Jv )

⇒ I -
- Ev

This implies NLT ) -_ { Jv }
.



⇐ ) Suppose NLT ) = { Tv }

Let I. I E V such that TCI 't Tty ) .

Then : TC El - Tcg
'

) = TCI
'

- 5
'

) =

This implies I - 5
'

e NLT )

={
Jr }

;
.

I -5
'

= fr or 5=5
'

.

i .

T is I - I
,



Definition : Let T : V → w be a linear transformation .

If NLT ) and RLT ) are finite - dimensional
,

we define :

Nullity is denoted as Nullity I T ) is the dimension of
•

NCT )
.

• Rank is denoted as Rank L T ) is the dimension of
RCT )

.

Lemma : Let T -

- V -3W be a linear transformation . If

p
-

- { ii.
,

Tia
, . .

,
In } is a basis for V

,
their .

RLT ) = span I Tepid# span { Tiv . )
,

Thia ) ,
. . .

,
Tlin ) }



Proof :
'

,

'

Tciij ) E RCT ) for j
 =L

,
"  - - in

and RCT ) is subspace -

.

'

- Span I Thain, Tivo,
. .

.

,Thin
) ) C RCT )

RLT ) RCT ) RCT )

Conversely , let EyeRCT ) where TeV
.

Tix )

Then : I ai.az , . . .

,
an EF s .

t
.

I' = iAjVj .

So
,

I = Tix ) = Tf ;ajvj ) =

,

ajtciijjespanftcii.si . . ,TiinB

.

'

. RHIC Span ( TIPI) .

-

.
RCT ) = Span CTCPD



Example : T : Pz C IR ) → Mzxz I IR ) defined by =

TCH = (
t :" I::?)

Take p = I 1
,

X
,

X
'

) as basis  of Palin

We have :

RCT ) = span { Tcl,
,Text,

Text } = Span MPD

= spank:: ) , too ill :
'

o ) )
-

Lin
.  in deep .

⇒ Rank LT ) =3



Theorem : ( Rank - Nullity Theorem )

Let V and W be vector spaces set .

V is finite -
dimensional .

Then for any linear transformation T : V -3 w
,

we have .

nullity I T ) t Rankl T ) = dimCV )

Proof : Let n = dim I V ) and k= dim CNCTI ) En

Choose a basis { Ii
,

riz
, .

. . ,
Tik } for NLT ) and

extend it to a basis { Tie
,  .

. . ion
,

Tika
,

. ,Tn3 for V
.

Claim .
. S = { Tl Tikal

,
Thiesen

, . .
.

,

Thin ) } is a basis for RCT)
.



① RIT ) = span { tgy. ,
,

ThisT.it Thin ) )W
O O

= span { This , )
, .

. .

,

Tevin ) } = span IS )

-
② Now suppose I been

, baez
, . . ,

bn EF s -
t .

bi Tciiil = I
.

Then
, by linearity ,

we have : Tiff
,

bi i ) =8
'

⇒ Em
,

biti  e NLT )



i . ¥q,bi Ii =

,

Ciii for some a
, . .

.

, Chef
.

But then :  

.¥ Ceci y fi  t Ina,biVi  
= I

'

'

c

' { I
'

, ,
. . .

,

In } is a basis for V and so it is

bin .

ind .

c

'

. ( - Ci ) = o fo - i = 1,2 , .
.

,
k

bi  = o for i=kti ,
ktz

,
.  . ,

n

.

'

 - S is lin .

ind .

c

'

.
S is basis for RCT )

.



,

'

.

Nullity I T ) + Rank CT )

= in+ In-hit
= n = dim CV )

4


