
Definition of vector spaces: Try to think about some examples of vector spaces 
Definition of subspaces: Try to think about some examples of subspaces, why is it 
important? 
What is the linear combination? What is a Spanning set? What is linearly 
independent? What is the intuitive meaning of linearly dependence? How to check 
linearly independence? 
What is the definition of basis? What is the meaning of dimension? 
What is the Replacement Theorem? What is the geometric picture of the theorem? 
Try to recall how we can compute RREF? How to compute inverse? How to find 
the solution set of a linear system? How to determine the dimension of the 
solution set? What is null-space? What is column space? 

•

:

•

•

•



Lecture 1: Vector spaces
Field

Definition : A field is a set F along with two binary operations :

1- ( addition ) and . ( multiplication ) such that  =

• For ht X , y e F
,

X -1 y = ytx and X.y = y . x

• For Vx
, y ,

-2 EF
,

( X -1 y ) t -2 = Xt ly -12 ) and CX. y ) . -2 = X. ( y . Z)

°  For Vx , y ,
EEF

,
X. ( y t Z ) = X. y

+ X . -2

a I ! element O C- F 7 ht XEF
,

xx o = x

• I ! element I EF 7 tf XEF
,

X. I = X

• For V X EF
,

I an element f-X ) EF 7 X t t - X ) = 0

° For V X C- F ( excluding X -

-
o )

,
I an element X

- ' EF 7 Xo X
"

= I

Remark : oweoften write Xy for x. y

° If F  is finite
,

we say it  is a finite field



Examples of field

I .
F -

- IR

z
.

F  = g
} Most often considered in Math 204g

.

3
.

F  = { Rational numbers } = { Mq : p , FEZ }

4
.

Finite field of  order p ( where p
is a prime number )

Define Fp = { o ,
1

,
2

,  
. .

. , p - I } and t I . are defined as :

1- : for ht x. y e Fp
,

x # y
are performed modulo p .

That is
, xty is the remainder  of ( Xty )/p

.  : for VX
, y ,

c- Fp , x. y is the remainder of x. y/p
.

F
,

= { o
, I } is the binary field ( important for information theories )



Vector Space
Goal : Build an abstract space ( space  of objects ) simulating

IR
"

or E
"

( with addition and multiplication I scaled )

Definition : A vector space over F is a set V equipped w/

two  operations :

( addition ) t : VXV → V
,

cx¥,y¥
) titty

'

e V

( Samal plication) . : Fx V → V ,

C ,¥,x i → at EV

Satisfying 8 properties :



( VSI ) : I -15
'

= 5
'

+ I
'

tix ,J
' EV

( Vsz ) = ( I' ty ) -1 I = It C g 't 't ) VI. I ,
't EV

ti::3: einen ,

( VS 5) = IF
= I

'

VI EV
a

• (
l vs61 :

I
,¥b¥I

'

=
acbxt I V-a.be 't

,

EV

( VS7) ' 
-

of City) = at tag' ta EF ,
VI. 5

'

c- V

%{
( Vss ) : ( at b) I = af + bit ta

,

b EF
,

KIEV

Remark : an element in F is called scalar
.

an element in ✓ is called vector .



Examples of vector spaces

. Fn = { ( Xi
,

Xz
,

. - . ,
Xn ) = Xj EF for j -

- 1,2 ,  
- . . ,n } w/

( Xi
,

Xz
.  

- - ,
Xu ) + ( Yi ,  

- - -

, Yn ) = ( Xlt Yi ,
- . .

,
Xut Yn )

a ( Xi
,  - - .

,
Xn ) = ( axl

,
axz

,  
- - .

,
Axn )

° Mmxn C F ) = { Mxn matrices w/ entries in F 3

w/ matrix addition and scalar multiplication

• PCF ) = { polynomials w/ coefficients in F }

w/ polynomial addition and scalar multiplication .

. Fo = { ( Xi ,
Xz

,  - . . ) : Xj EF , j -

- 1,2 .  
- - - }

w/ component - wise addition and scalar multiplication



Symmetric
. Sym mnlf ) = { nxn matrices Awlentries in F  - 

-AAT ' A ]

• Let S be any non - empty set
.

Then :  

FLS ,
F) = { functions f -

- S → F }
is a vector space over F under :

( ft g) cEPfcsitgls ) ; (
¥
f) is )

Eef afcs )
.

a

FISH ITS.FI

• G is a vector space over F- €

Question : Is V -

- IR a vector space over F- a ? ?



• Consider the differential equation :

CA ) dd¥.
+ addie t by = o la

,
b EIR )

Let s be the set of twice differentiable functions on IR

satisfying CA )
.

Then S is a vector space
under usual addition and

scalar multiplication  is a vector space .



Proposition : Let V be a vector space over F
.

Then :

(a) The element J in CVS 3 ) is unique ,
called zero vector

( b ) VI EV
, the element  I in CVS4 ) is unique ,

called

the additive inverse ( Denoted as - I )

( c )
I t I = Jt I ⇒ 5=5 C Cancellation law )

(d) OF
= J VI EV

in

F

Ce ) f-a)
I = - tax ) = at- I )

,
Fatf

,
tx EV

A

F

If I af = J fat F
in

F



Subspace

Definition : A subset W of a vector space
V over a field f

is called a subspace of V if W is a vector space over F

under the same addition and scalar multiplication inherited from V
.

Proposition : Let V be a vector space
V over F

.

A subset well

is a subspace
iff the following 3 conditions hold :

( at Tv EW

( b ) Tty EW ,
VI. FEW ( closed under  t )

( C ) AI EW ,
Fa EF

,
HI EW ( closed under . )



Examples :
. For any

vector space V IF
,

{ JJ CV ; VCU ( trivial subspaces )

z"ew subspace

a For V = Mnxnlf )
,

W ,

= { diagonal matrices } C V subspace

Wz = { A E Mnxnlf ) i det CA) = o } CV

is NOT subspace .

( det I ATB ) € detlttltdetl B ) )

W ) = { A E Mmm LF ) i tr CA ) -_ o } CV

subspace



• For V = PCF )

Pn CF ) If { f E PCF ) = deg Cf ) s n } is a subspace

W dit { f E PCE ) = deg Cf I =n } is NOT

Subspace .



* Consider V = Fn = { L Xi ,
Xz

,
.

.

, Xn ) i Xj E F for 5=1,2 ,  -
- in }

IT
Consider linear system :

×

gaa:*
. ÷

.  -Eaa:7. ⇐ axes

Ami X ,
-1 Ama Xz t -

-
-

t Amn Xu = bm

gives a subset
,

the solution set SCV

Is S a subspace ?

Yes if C bi .bz ,
.  .

,
but =D ( Null space I kernel )

No if C bi .bz , .
. ,bm, +8 ( Aa'IIbF ⇒ Atxty ) - 25 )



Theorem : Any intersection  of subspaces of a vector space V is

a subspace of V .

Question : W ,
= subspace j Wz = Subspace

n
µ T

V

Wi nwz is subspace

Is W , uwz a subspace ? ? No general .

n

V



Linear combination and Span

Definition : Let V be a
vector space over F and Scv a

non - empty subset
.

•
we say a vector I EV is a linear combination of vectors of S

if I u-i.ua
,

.
. .

,
Ten ES and ai

,
are

,  
- . .

,
an EF Such that :

Tv = A ,
it

,
tazuz t . .  . t Ankh

.

Remark : T is usually called a linear combination of Ii
,  

-
- item

and a , , .
.

.

,
an are the coefficients of the linear combination .

• The span of S ,
denoted as Span ( S )

,
is the set of all

linear combination of vectors of S
.

Span ( S ) Et { aiuitazuat . .
.

 tanuniajet , Tj GS f - jar .  - - in
,

NEIN }



Remark :

. By convention , span ( &
,

) Et { 53
.

empty net



Example :

. F
n

= Span ( { Ei
,

Ez
,

.
. ,

Ens) where Ej -

- C o
,

o
,  

-
-

- Ipo. .  -
o )

jth
• PLF ) = Span ( El ,

x
,

x
'

,
.

.

,
xn

, -

-
- 3)

• Mnxnlfl = Span L S )
,

5. I Eijdetf!: ith : i s i.isn }
O

-
-

.

O



Theorem : Let S CV be a

su①hset
 of

⑤
vector space V over F

.

Then
, span ( S ) is the smallest subspace of V consisting S

.

(
If W is a subspace containing S

,
then Spank ) C W

.

)

¥÷:¥



Linear independence

Definition : Let V be a vector space
over F

.

A subset SCV is

said to be linearly dependent if I distinct iii. Iz
, . . ,

Tin ES

and scalars ai
,

az
,

.
.

.

, an EF
,

not all Zero ,
Sit '

a. Ti
,

tazuzt . .  .
t Antin = I

Otherwise
, it is said to be linearly independent .

e. 9 .  a The empty set ¢ CV is linearly independent .

• If J E S
,

the S is linearly dependent
J ( 58=8 )• If Sifu 3 and Titi

,
they * a

S is linearly independent . ( Ati

)
S

⇒ X -0



Proposition : Let S CV be a subset  of  a vector space V
.

Then
,

the following are equivalent .

( I ) S is linearly independent
C 21 Each IE span ( s ) can

be expressed in a unique way as

a linear combination of rectus of S
.

(3) The only representations of I as linear combinations of

vectors of S are trivial representations ,
i. e. , if

To
'

= Aiu
,

t
.

.
.

 tannin for

Some Ii
,

vis
, . .

.

,
In ES

,
ai

,
are

,
. .

,
an EF

,
then we

must have a , = Az =  - - -
= An -_ o



Example :

for k=o , 1,2
, . .

,
n , let fer = It xx X 't - . .  txk

.

Then : S -

- { fo
" !ft?'ft

,

"
. .

. ,fnc× , } c PNLF ) is a linearly

independent subset
.

0=8
= do ful t a , fi exit . .  . t anfnlx )

= Ao  t a , ( It x ) t Az ( It xxx
'

) t . . .
 t an ( It Xt . .

txh )

= Gota ,
t

.
. .

 tan ) I t ( a , tart
. .  .

Tan ) X

+ ( Azt Azt - - -

tan ) X
'

+ .
.

.

-1 An X
"

{
"  ta

a'I÷÷!÷÷: ⇒ an a. = . .=an=o
.Ian

.



Theorem : Let S be a linearly independent subset  of  a vector
space V .

Let Ii EV , S
.

Then : Su EE 3 is linearly dependent iff

Ii G Spano ) .



Definition : A basis for  a vector space V is a subset pcv
Such that :

• p is linearly independent and

• p spans V ,
ice . Spangs) -

- V
.

ith

E 'S .

. Fn : { I ,= ( 1,0 , . . . ,
o )

,
Iz = ( 0

, 1,0 - - -

,
o )

, . .  .

,

= ( o
,  

.

,
0,40--07

,

is a basis for Fn .

- -
.

,
En = C o

,
o

,  - -

,
17 }

( Standard basis )
. Maxzth :{ ( '

o ! ) , c '

o
I ) I ( YI ) , ( 9E) Jc Muriel

is a basis fur Mzxrlf )

• E tix
, X

'

, .
.

, x
" } is a basis for PNCF )

. I I
,

X
, x ?

 -
- - - } is a basis for PCF )

,



Theorem : Let V be a rector space and p = E it
,

,

I'
a ,

. .

,
Tin } CV

.

Then : p is basis for V if and only if  = f- I e ✓ !
( Unique )

at
,

Az
,  - - , an E F such that  =

C trail ) fin
,

' III.get ,

Ti = a ,
I

,
t aziizt . . .  tannin

,

✓ with p = { Is
,

0
, }

Pineapple
is associated with a unique 2

,
3

, 4 such

that Pineapple = 2 Es t 30 +4

Pineapple A ( I ) E 1123



Lemma : Let S be a linearly dependent subset  of a vector space V .

Then : Iii E S such that span ( Si { E3 ) = spans ?
.

Theorem : Suppose S is a finite spanning set for a vector space ✓
.

Then : I p CS which is a basis for V .

.

.

( A finite spanning set can be reduced to a
basis )



Theorem : Let V be a vector space .

Let G C V be a spanning set for V consisting of n vectors .

and Lc V be a linearly independent Subset consisting of m vectors .

Then
,

men and I H C G consisting of exactly n - m vectors

Such that LUH spans V .

* cement "

V



Dimension

Cori . Let V be a vector space having a finite basis
.

Then
, every basis of V contains the same number

of vectors .

Let p and 8 be two bases of V
.

Since p spans V and V is bin .
 independent ,

then 181 E Ipl ( by replacement Thin )

s " iii.hi!
" " ÷÷÷

.

Spanning set



Definition: A vector space V is called finite - dimensional if it has

a finite basis
.

The dimension of V
,

denoted as dimly
,

is the number of vectors in a basis for V
.

A vector space
which is not finite -

dimensional is

called infinite - dimensional

Example :

.
Fn is n -

dimensional

° FLIR
,

IR ) is infinite - dimensional


