1.2.1 Exercise: Matrix multiplication.

In some of the questions below, you will need the respective notions of idempotency and involutoricy. Their respective
definitions are given below:—

Let C be a square matrix.

(1) We say that C is idempotent if and only if C? = C.

(2) We say that C is involutoric if and only if C? is the identity matrix.
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Compute AB and BA.
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Compute (AB)C and A(BC).
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Suppose AB = C. Find the values of a,b, ¢, d.

1 -2 1 2 5 -1 -7 3 6 0 —6
4. Let A= 2 1 3 |,B=|-2 1 3 4 (,C=| -1 2 4 5
-5 2 3 3 2 1 2 4 3 2 3

(a) Is it true that B = C'? Justify your answer.
(b) Compute AB and AC.
(c) Is it true that AB = AC? Justify your answer.

2 -2 -4 -1 2 4
5. Let A=| -1 3 4 |,B= 1 -2 —4 |
1 -2 -3 -1 2 4

(a) Compute AB and BA.
(b) Verify that A, B are idempotent.
(c) Let p,q be real numbers.
i. Verify that (pA + ¢B)? = p?A + ¢*B.
ii. Apply mathematical induction to prove that (pA + ¢B)"™ = p" A + ¢" B for any positive integer n.

3—2r 2-—-2r 2-2r
—1+r r —14r
—3+r —-3+r 247

6. Let r be a number, and A be the matrix given by A =

Verify that A is involutary.

7. Let w,x,y, 2z be numbers.

Show that

[x—y Yy—2z2 zZ—w w—x}i{x—w y—x z—y w—z}:{l

w—x T—Y Y—2z Z—Ww y—xr z—Yy w—2z T—w p}[q ro-g o,

in which p, ¢, r are some appropriate numbers whose values may be dependent on the values of w,x,y, 2. You have
to name p, q,r explicitly.

8. Let A, B be square matrices of the same size. Name some appropriate numbers a, b, ¢, d for which the equality
(2A + 3B)(A — B) = aA® 4+ bAB + cBA + dB>

holds.



9. Let A be the (3 x 3)-square matrix given by
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Verify that (Cl,]g — A)(b[g — A)(Clg — A) = ngg.

a h g x
10. (a) Compute the matrix product [z y 1 ]| h ? f y .
g c 1

(b) Hence express in matrix notation the equations (with unknown z,y) below. Give your answer in the form
‘blah-blah-blah = 0.

i 22+ 92y +y? +8x+5y+2=0.

22 42
ii. —+—==1.
RRCIT;
iii. zy = 25.
iv. y2 =12z.
0 a a® a
0 0 a a
11. Let a be a number, and A =
00 0 a
00 0 O
Compute A2, A3 A%,
12. (a) Let
1 2 3
A:H ! H B=|2 3 1
3 1 2
Find AB.
(b) Let A be an (m X n)-matrix. Suppose every entry of A is 1.
Let B be an (n x n)-square matrix given by
1 2 3 n—1 n
2 3 4 n 1
3 4 5 1 2
B — . .
n—-1 n 1 ! n-3 n-2
n 1 2 -+ n-2 n-1

Show that AB = aA, in which « is a number whose value might depend on that of n. You have to determine
the explicit value of a.

13. LetA:{g H,B:[_Ol —01].

For each statement below, determine whether it is true or false. Justify your answer.
(a) (A+ B)? = A% +2AB + B2
(b) (A+ B)® = A + 34?B + 3AB? + B3.

14. Prove the statement below:—
Let A, B be square matrices of the same size. Suppose AB = A and BA = B. Then each of A, B is idempotent.

15. (a) Prove the statement (f):—
(#) Let A be an (n x n)-square matrix. Suppose A is involutoric. Then (I,, + A)(I,, — A) = Opxn.

(b) Is the converse of (#) true or not? Justify your answer.

16. Let A be an (n x n)-square matrix. Suppose 4% = O, .
Apply mathematical induction to prove the statement below:—

For any positive integer m, the matrix equality A(I, + A)™ = A holds.



17.

18.

19.

20.

21.

Let A be an (m x n)-matrix and B be an (n X p)-matrix.
Suppose the k-th and ¢-th rows of A are identical.
Show that the k-th and ¢-th rows of AB are identical.

Hint. It may be easy to think of matrix multiplication (and organize your argument) in terms of appropriate
blocks of rows/columns.
In this question, A stands for an (m x n)-matrix, B stands for an (n x p)-matrix, and C stands for an (m x p)-matrix.

Furthermore, x stands for the column vector resultant from adding the columns of B together, and y stands for the
column vector resultant from adding the columns of C together.

(a) Prove the statement (f):—
(#) Suppose AB = C. Then Ax =Y.

Hint.  Can you relate B and x through an appropriate matrix equality involving matrix multiplication? How
about C' and y?

(b) Is the statement (b) true?
(b) Suppose Ax =y. Then AB =C.

Give an appropriate justification for your answer, by providing a proof for the statement (b), or providing a
counter-example against ().

Prove the statement below (by directly applying the definition of matrix equality or otherwise):—
Suppose v, Vs, -+, Vv, are column vectors each with m entries, and A1, Aa, -+ , A, are numbers.
A1
A2
Then [ vi | va |- | Vp | : =AMV + Xve + - A, v,
An
Remark. This is a useful special case of a general result:—
Suppose Ay, Ag, - -+, Ay are matrices all with m rows, and with nq,ns,--- ,ng columns respectively.
Further suppose B1, By, --- , By are matrices all with p columns, and with ny,n,--- ,ng rows respectively.
B,
7B2
Then | A1 | As | -+ | Ag ] : =A1B1+AyBy+ -+ Ay B,.
B,
By directly applying the definition of matrix multiplication, or otherwise, prove the statements below:—
Suppose A is an (m X n)-matrix.
Further suppose B = [ By | B2 | -+ | Bs |, in which By, Bs,---,Bs are matrices all with n rows and with
Pp1,P2, - ,Ps columns respectively.
Then AB=| AB, | ABy | --- | ABs |.
Remark. Below is an analogous result:—
Ay
Az
Suppose A = .|, in which Ay, As,---, A, be matrices all with n columns and with m1, ms, -+ ,ms rows
:I's
respectively.
Further suppose B is an (n x p)-matrix.
A B
;IQB
Then AB = .
AL
Let

a b a b aa’ b
P:{c d}’ Q:[c’ d’}’ R:{cc’ dd’}’
in which a,b,c,d,a’,t’, ', d are some numbers.

Suppose the equality PQQ = R holds.



(a) Show that

b = 0
ab +bd = bb
ca' +dd = cc

c = 0

Remark. The result described in this question tells you that it is highly non-trivial for the product of two
(2 x 2)-square matrices to be equal to the (2 x 2)-square matrix obtained by just multiplying the corresponding
(i, j)-th entries together for each i, j.

(b) Now further suppose P = ). Show that

b=c=0or (b=0anda+d=c)or (c=0and a+d=0).



