2.4

0.

Solving systems of linear equations.

Assumed background.

e 2.1 Systems of linear equations.

e 2.2 Row-echelon forms and reduced row-echelon forms.

« 2.3 Existence of reduced row-echelon form row-equivalent to given matrix, (and the uniqueness question).
Preferred to have been prepared with.

e 1.5 Linear combinations.
e 1.6 Linear dependence and linear independence.

Abstract. We introduce:—

e how to systematically determine, through the use of row-equivalence and row-echelon forms, whether a given
system of linear equations is consistent or inconsistent, and whether the system has two or more solutions when
it is consistent,

e how to fully describe, through the use of reduced row-echelon forms, all solutions of a consistent system of
linear equations.

. Whenever we are given an equation (of any kind), we are interested in the three questions:—

(1) How to determine whether the equation has any solution (with or without writing down a solution of the system
explicitly), or any solution beyond the ‘obvious’ ones?

(2) How to write down one solution of the the equation?

(3) How to describe fully and systematically all solutions of the equation?

When the equation is a system of linear equations, we can answer these questions comprehensively.

At the heart of the answers to these questions is Theorem (1), which is a theoretical result about row-equivalent

matrices. Hu\) » fgns

Theorem (1).
Let A, A’ be (m x n)-matrices, and b, b’ be column vectors with m entries. l‘ {ﬂl ( B/ l

=7 — (=
Suppose A,b and A’ b’ are row-equivalent under the same sequence of row o eratiogs. L A! J) ] C
Suppose t is a column vector with n entries. ) . 'f
- f A amd onl
Then t is a solution of LS(A, b) if and only if t is a solution of LS(A’, b’). Ul\e\ g At =b (’& d !

Remark on terminology. In set language, the conclusion of Theorem (1) can be presented as:— /—\’& ,;b’
e ‘The solution set of LS(A, b) is equal to the solution set of LS(A’, b’). _—

Proof of Theorem (1).
Let A, A" be (m x n)-matrices, and b, b’ be column vectors with m entries.

Suppose A, b are respectively row-equivalent to A’ b’ under the same sequence of row operations, say,

P1 P2 Pk / P1 P2 Pk /
A— v TF — " v A , o YL R S N — " b

e Preparation.

The row operations py, pa,- - , pr correspond to row-operation matrices M|[p1], M[p2],- - , M[px] respectively,
and the equalities
A" = Mlpg| - Mlp2]M[p1]A, b= M|py]--- M[ps] M[p1]b

hold.
For each ¢, denote by p; the ‘reverse row operation’ for py.
p corresponds to the row-operation matrix M[p], and the equality M[p]M [p] = I,, holds.
Then the equalities

A= M[GEIMIE] MFA, b= MFEIMG]- - MY
hold.

Suppose t is a column vector with n entries.
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(a) Suppose t is a solution of LS(A, b). Then by definition, we have At = b.
Therefore A't = M|pg]--- M[p2]M[p1]At = M[pg]--- M [p2] M [p1]b =b'.
Hence t is a solution of LS(A, b).
(b) Suppose t is a solution of LS(A’, b’). Then A't =b'.

We have At = M[p1]M[p3] --- M[pp)A't = M[p1]M[p2] - - - M [pg]b’ = b.
Hence t is a solution of LS(A4’, b').

4. Comments on the implication of Theorem (1), in the context of solving systems of linear equations.

According to Theorem (1), to solve any given system of linear equations £LS(A, b), it suffices for us to look for some

appropriate system L£LS(A’, b’) for which it happens that:—

e the respective augmented matrix representations
[Alb], [ A" b ]

of the two systems are row-equivalent to each other, (so that A,b are respectively row-equivalent to A’, b’
under the same sequence of row operations),
e it is easy to read off from the system L£LS(A’, b’) the answer to the question whether the system is consistent,
and
 (where the system is consistent,) it is easy to read off all solutions of the system LS(A’, b’), and to give a full
and systematic description of the solutions.

Question. But what kind of A’, b’ shall we choose?
Answer. We have learnt about reduced row-echelon forms, and we know that:—
e it is easy to handle a system of linear equations when its augmented matrix representation is a reduced row-
echelon form, and
e every matrix is row-equivalent to some reduced row-echelon form, which can be obtained methodically, say,

with an application of Gaussian elimination.

For this reason, it is very often convenient to choose A’,b’ in such a way that [ A’ | b’ | is a reduced row echelon
form.

(That said, it is not an absolute necessity to do so all the time.)

You have in fact worked in this spirit when ‘solving simultaneous linear equations’ in school maths despite knowing
little of the terminologies here.

Below is an illustration from school maths.

5. Illustration.

Solve the simultaneous equations

Rr1 — oz 4

() {lxl + 3z, = 3

(a) What we would do in school maths to handle this problem would be to present such a chain of manipulations:—

21 + 31y = 3 — (1)
EONE R S
‘Adding (—2 times Equation (2)) to Equation (2): (S2) { . 5? i 72 - 85
1 - 2 = —
‘Multiplying 1/5 to Equation (3)’: (S3) { A iz - _411 o E;lg
¢ : . . N Ty = -1 — (4)
Adding Equation (4) to Equation (2): (Sy) o — 3 (5
‘Swapping Equation (4) and Equation (5)’: (S { 1 2y B —il)) : EZ;

And then we conclude that:—
o A solution of (S) is given by ‘xy = 3 and xs = —1’, and it is the only solution of (S).


Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User


(b) Translated in terms of matrices and vectors, and further presented in terms of augmented matrix representations
of various systems, what we have actually done by writing down this chain of manipulations is nothing but
presenting the sequence of row operations below, starting with the augmented matrix representation C' of (.5)
and endinig at some reduced row-echelon form C’:—

2 3 371-2R+Ri [0 5 |—-17-3R2[0 1 |—-171R+R [0 1|—-17RioRs ~ [1 0] 3
c=[ Afi]=mn A3 = AT e o] B e[ 1] 4]

Y

(Seen in this way, the symbols ‘z1’, ‘z3’, ‘+’, ‘=’ in the chain of manipulations are just book-keeping devices
for keeping track of the ‘givens’ in the various systems presented in the chain of manipulation.)
Then we reason:—
o Theorem (1) says that:—
t is a solution of the system (S), whose augmented matrix representation is C,
if and only if

t is a solution of the system (S’), whose augmented matrix representation is C'.

Since [ }1 ] is the only solution of (S’), it is the only solution of (S).

6. Coupled with what we have learnt about row-echelon forms and reduced row-echelon forms, Theorem (1) gives
Theorem (2) and Theorem (3).

Theorem (2).
—d\z €X|’5€G\C( Let A be an (m x n)-matrix, and b be a column vector with m entries.
. Suppose C =[ A | b ], which is the augmented matrix representation of LS(A, b).
o‘y SohGiohs DL S —
Further suppose C* is a row-echelon form which is row-equivalent to C.
—
Write C* = [ Af \ bt ], in which A* stands for the (m x n)-matrix given by the first n columns of C*, and b* stands
’_/ﬁ/———’" ———m—m T —
for_the last column of C*. ) 2 o> 1%
C’[j\.]ﬂ) ~ C;[/\bj

@ Then A! is a row-echelon form which is row-equivalent to A.

Moreover, the statements below are logically equivalent:—

o
(a) The system LS(A, b) is consistent. A —~ A

7/
b) the last column of C* is a free column.

o thy ¢) The rank of A% is equal to the rank of C*.
\hat 9d+tdW Theorem (3).

Let A be an (m x n)-matrix, and b be a column vector with m entries.

‘ Suppose wﬂch is the augmented matrix representation of LS(A, b).

w g Further suppose C* is a row-echelon form which is row-equivalent to C.

Write w , in which A* stands for the (m x n)-matrix given by the first n columns of C*, and b? stands
for the last column of C*. 83 Thiw ©2

Suppose LS(A, b) is consistent. (So the last column of C* is a free column, and the rank of A* is equal to the rank

of C*.) \§5

(a) Denote the rank of C* by r. Thenr <n.* bt “r& Gof Wmn S

Moreover, there are two alternatives:—

o (Case 1.) Suppose r = n. Then LS (A, b) has a unique solution. See
* (Case 2.) Suppose r < n. Then LS(A, b) has two or more solutions. e, -CJ\GW()]C Q)

e £

[ re minimonl)

excurfte (<)

(b) Further suppose the pivot columns of C* are, from left to right, the di-th, da-th, ..., d.-th columns of C*, with
dy = 1. (M,vv(%eq -
Then there is some reduced row-echelon form C' of rank r, whose pivot columns, from left to right, are the
dy-th, da-th, ..., d,.-th columns of C’, such that C' is row-equivalent to C.

(c) Write C" =] A" | b’ ], in which: e (Dxr&f\‘q'ewL Mmatn X
o A’ stands for the (m X n)-matrix given by the first n columns of C', and '

o b’ stands for the last column of C'. & aeckwy D’\ C,,Wt,§
Then:—
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o A’ is a reduced row-echelon form of rank r which is row-equivalent to A*, and
e the pivot columns of A’ are, from left to right, the di-th, da-th, ..., d.-th columns of

< U the Ssswmin

-@\
(d) Denote the top r entries of b’, which is the last column of C', by 1,82, , B, from the top dowgtwards.

Denote by p the column vectors with n entries, in which:— ) C(ab) 38 Lwifemt
e the di-th, do-th, ..., d.-th entries are 31, B2, - , B, respectively, and
e all other entries are 0. h . .
Then p is a|(particular) solution) of LS((, A),b). j_&(/’\/ L‘I} 5 Ll
(e) Supposer =n. |a] ((Se) 0 Thi (21

(So there is no free column in C' other than the last column of C'.)

et Ghuntl
Then p is the one and only one solution of LS(A, b). the ©

(f) Suppose r <n (instead of supposing ‘r =n’). (&) (oS Y. ¢ N &V-Z—L
Now further suppose the free columns of C’, from left to right, are fi-th, fo-th, ..., fp—.-th, fn11_,-th columns.
For each ¢ = 1,2,--- ,n — r, denote the top r entries of the f;,-th column of C' by a1, aag, -+ , e, from the

top downwards.
Further denote by qy the column vector with n entries, in which:—

e the di-th, do-th, ..., d.-th entries are —ag, —Qigg, - -+ , —Qiyp,

e the fo-th entry is 1, and (9: ©. V\J\\C‘i S q) A %

o all other entries are 0.

Then the statements below hold:— b >0 "2
i. The column vectors q1,qs2, - ,qn—r are linearly independent.
, . L [ Kamogenesss  SY5Te x
ii. Suppose t is a column vector with n entries. j
Then t is a solution of LS(A, b) if and only if Ureewy qu&ﬁm«))
there are some numbers uy,us, - -+ ,Up_, Such that t = p + u1q1 + u2qs + -+ + Up_+ Q-

7. Example (1). (How to solve a system of linear equations, through finding a reduced row-echelon
form, as suggested by Theorem (2) and Theorem (3).)

Q) prve tat
(a) We solve the system of linear equations LS(A, b), in which A, b are given by Al q =D
1
1 -1 2 -7 —23 )
A_| 3 =2 6 -18 b | =55 L:|.7—*~”’V7‘
- -4 3 -7 23 | - 3 |
1 2 0 7 33
4y b4

The augmented matrix representation C of LS(A, b) is given by

1 -1 2 -7 1-23

C— 3 -2 6 18|55
- -4 3 -7 23 73

1 2 0 7 33

We obtain a row-echelon form C* and a reduced row-echelon form C’ which are row-equivalent to C, through
the sequence of row operations below:

G)DU\CSI'Q”\ \’P? C —3Ri1+R> 4Ri1+R3 —1Ri1+Rs4 1R2+R3 —3R>+Ra 2R3+R4 ok, 1Ry+Ry —2R3+R1 —3R4+Ry 2R4+R3 '
elimination 100 0t
Note that C' = 8 (1) (1) 8 g , and it is the augmented matrix representation for the system £LS(A’, b'),
0 0 0 1
in which s
< 1 0 0 O 1
1) {L—! lat U‘tlﬂ—hh % @U( ’\/A’— 010 0 b = 2
/Ll: — 10 0 1 0 | 13
. o
(Note that LS(A’, b’) reads ' vk A - 4_ K\<C 41'
X1 =1
T2 = 2
X3 = 3
Ty = 4

when it is written out explicitly.)
It follows that:—
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the one and only one solution of LS(A, b) is

=W

(b) We solve the system of linear equations LS(A, b), in which A,b are given by

1 3 -2 3 21 0
2 6 -3 5 38 0
A=|1 3 _1 6 33 | b=y
2 26 3 —6 —42 1

The augmented matrix representation C' of LS(A, b) is given by

1 3 -2 3 2110
c-| 2 6 =3 5 30
=11 3 -4 6 3310
—2 —6 3 -6 —42]1

We obtain a row-echelon form C* which is row-equivalent to C, through the sequence of row operations below:

é\mg\ﬁw d:h( !\0(,'.)0)’\ C —2R1+R2 —1R1+R3 2R1+Rs4 2R2+R3 1R>+Rs 1R3+R4 Cﬂ
13 -2 3 211018
Note that C* = 8 8 é El 14 8 sand it is the augmented matrix representation for the system
1 ]¢ -
00 0 0 o0 &~ o e e Gl 35
ES(Aﬁ, bﬁ), in which Qg S
1 3 -2 3 2t 0 L
G000 1 -1 -4 Lo | O S K
—10 0 O 1 4. D ~— 10 7
00 0 0 o0 1 A_
thor  Yomk 0’('
(Note that £S(A*, b*) reads @
T
r1 + 39 — 2w3 + 3x4 + 2lzy = 0 =~ +the \Zeake "& C .
r3 — x4 — 4dxs = 0
24 + 4dxs = 0 XN
0 = 1
hen it is writt t licitly. F -
when it is written out explicitly.) )’L A - B

It follows that:—
LS (A, b) has no solution.

vt hC 2 4

(c) We solve the system of linear equations LS(A, b), in which A,b are given by

1 3 1 -2 1 -3

1 3 2 -3 _3 4

A= 9 6 1 -2 10 | b=/ _3

Z1 -3 23 1 s -1
L

The augmented matrix representation C' of LS(A, b) is given by

1 3 1 -2 1]-3
c-| 1 3 2 -3 -3/~
=1 2 6 1 -2 10|-3

-1 -3 -3 1 =5|-1

We obtain a row-echelon form C* and a reduced row-echelon form C’ which are row-equivalent to C, through
the sequence of row operations below:

Geunsien Slimiack @10 —LR\+ Ry —2Ri 4Ry, 1Rs+Rs, 1Ra+Ry, 2Ro+Ra, 3Ra+Ra, g ~1RatRy, 1Ra+Ra, 1RatRa,

1 3 0 0 9]0
Note that C’ = 8 8 (1) (1) 91 % , and it is the augmented matrix representation for the system LS(A’, b'),
0000 0[]0 X* 3% - O
in which X .
1300 97 0 '
,_loo0o100 |1 :
A=10001 4[|{X |P=]2 N Z R
00 0 0 O Xy 0
x
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(Note that LS(A’, b’) reads
X1 + 3502 + 9585 =

:> T3 =
Ty + 4dxs =

0 =
&J P)‘\/pt Lol : 1. Jred  yan

or equivalently,

/2—7 = 1 _3@ _@ &

T3
Ty = 2 74z§

when it is written out explicitly.)
It follows that a full description of all solutions of LS(A, h) is given by:—

o t is a solution of LS(A, b) if and only if
n=Xe ¢ )53

there are some numbers u,v such that t =

o = O

e ofurns .

We solve the system of linear equations LS(A, b), in which A, b are given by

0 0 2 3 5 —7
-1 2 1 -1 0 -2

A=1 9 4 1 3 2 1 | b=
3 6 -1 5 4 0

The augmented matrix representation C' of LS(A, b) is given by

0 0 2 3 5 —7[12

o |1 2 1 -10 =2]0
=l 2 -4 -1 3 2 1]5
3 -6 -1 5 4 0 |10

by o by Xol X5
Y Y Em P TN

ug\‘y? Thehn

We obtain a row-echelon form C* and a reduced row-echelon form C’ which are row-equivalent to C, through

the sequence of row operations below:

Ri<+R> —1R5 —2R:+R3 —3Ri+R4_ R2<+R3 —2Ry+R3 —2Ry+Ry Cu 1R2+Ry —2R3+R;_ —1R3+R> Vol

C
1 -2 00 0 1|1
0O 0 1 0o 1 —-2]|3
NOte that C/ = 0 O 0 1 1 _1 2
0O 0 0 0 0 01O
LS(A’, b'), in which
1 -2 0 0 0 1
/ 0O 0 1 0 1 -2 ,
A=190 0 011 -1/ b’ =
0O 0 0 0 0 O
(Note that LS(A’, b’) reads
r1 — 2 + Te
xs3 + x5 — 2x4
Ta + Ty — s
0
?m‘(
or equivalently, 1y \
gy = 1 2z —Tg
r3 = 3 —r5 +2x6
Ty = 2 —T5 +xg

P . o . — -~
when it is written out explicitly.)

It follows that a full description of all solutions of LS(A, b) is given by:—
o t is a solution of LS(A, b) if and only if

OoON W

O W

, and it is the augmented matrix representation for the system

Xa . X . KL

Yrax Shus
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1 2 0 -1
0 1 0 0
there are some numbers u, v, w such that t = % +u 8 + v :i +w %
0 0 1 0
0 0 0 1

8. Example (2). (How to solve a homogeneous system of linear equations, through finding a reduced
row-echelon form, as suggested by Theorem (2) and Theorem (3).)

Remember:— LS (/\, L) — AX = 1

(b)

Every homogeneous system is consistent, with a trivial solution 0. (The question is whether it has any non-

trivial solution.) ija/(éw : i—&l, N.o) o 4% = O Q (o = alvd%B

Suppose A, A" are row-equivalent (m xn)-matrices. Then[ A | O, ],[ A" | 0, | are row-equivalent. Moreover,
if A" is a (reduced) row-echelon form, then [ A’ | 0,,, | is a (reduced) row-echelon form. f&“d o Sdrlom

We want to solve the homogeneous system of linear equations LS(A, 05), in which

x=o0 )
1 2 —1 2 -2 -6 3 8

2 24 3 5 6 28 -9 —18 v w24V
A=| 1 2 S92 4 4 1507 19 | Tesk- t R
3 6 5 -6 11 73 -—14 -5 :
1 -2 2 -5 4 8 —7 _—97 $atim ¢

We obtain a reduced row-echelon form A’ which are row-equivalent to A, through the sequence of row operations
below:

A 2R1+R2 —1R1+R3 3R1+Rs4 1R1+Rs 1Rx+R3 —2R2+Ry —1R2+Rs —2R3+Ry 2R3+Rs

1R2+Ry_ —1R3+R; 1R3+R> —2R4+Rz 1Rs5+Ri —1Rs5+R3_ 1Rs5+R4 A

' u
1 200030 —2 Em‘)k%ze-\ Mow Gan U
001005 0 -3
Notethat /=10 0 0 1 0 7 0 8 |. T Q)
00 0019 0 6
00 0 O0O0OTO0DT1 4 o Lo - >
(Note that LS(A’, 05) reads thg az
xr1 + 2!172 + 3$6 — 2’138 = 0 T R
x3 + Bag — 3zg = 0 ec‘y{,o«,{gﬁ, Sv(t\‘elo‘r\,
T4 + Tzg + 8rs = 0
r5 + 9z¢ + 62 = 0
x7 + 4dxg = 0 q\_, q’t/ o ?ﬂ"\/
or equivalently
T = —2.232 —3336 +2$8
r3 = 75356 +3l’8
Ty = 77%6 *81’8
Ts = -9z —bxg
T = —4xg

when it is written out explicitly.)

It follows that a full description of all solutions of LS(A, 05) is given by:—
o t is a solution of LS(A, 0s) if and only if °
—2 -3 2 J%Y

5 5 v

-7 -8
+v -9 +w -6

]
0

0

O .

0 1 )

0 0 ~
0 0 \
A

We want to solve the homogeneous system of linear equations LS(A, 0s), in which

there are some numbers u,v,w such that t = u

1 2 -5 15
-1 -1 3 -9
A= 3 4 =10 31
2 3 -8 25
1 3 —4 13
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We obtain a reduced row-echelon form A’ which are row-equivalent to A, through the sequence of row operations
below:

1R1+R2 —3Ri1+R3 —2Ri1+R4 —1R1+Rs_ 2R2+R3 1R>+Rs —1R>+Rs —3R3+Rs 2Rs+Rs

A
—2R2+R1 1R3+R1 2R3+Ro —1Rs+R1 —2R4+Ra 2R4+Rs A

Note that A’ =

oo oOoO
oo+~ O
SO OO
oo OoOo

(Note that LS(A’, 05) reads
T =
i) =
X3 =
Ty =

OO OO

when it is written out explicitly.)
It follows that:—
o the one and only one solution of LS(A, 0s) is the trivial solution 0Oy.

9. We state a result which relates the number of rows of the coefficient matrix of a consistent system of linear equations
and the rank of a row-echelon form of the coefficient matrix. It is an immediate consequence of Theorem (2) and
Theorem (3).

Theorem (4).

Suppose A is an (m x n)-matrix, and r is the rank of a row-echelon form A* which is row-equivalent to A.

Then the statements below hold:

(a) r<m andr <n. Y < MH?V"\-V\\Z

(b) Suppose m < n. Then:— & pove  Wakuehs  ghen e;;w»hm_ﬁ

i. For any column vector b with m entries, if the system LS(A, b) is consistent, then LS(A, b) has two or
more solutions.

ii. If r = m, then for any column vector b with m entries, the system LS(A, b) is consistent and has two or

more solutions.
iii. The homogeneous system LS(A, 0,,,) has a non-trivial solution. | =

Remark. In plain words (about equations), part (b.i) the conclusion can be expressed as:—

‘If the number of (linear) equations in a system of linear equations is less than the number of unknowns, then
either there is no solution, or there are two or more solutions.’

In order for a consistent system of linear equations to have one and only one solution, it is necessary for the number
of equations to be at least as many as the number of unknowns.

This idea is a cornerstone in many areas of mathematics.

£ <
10. Example (3). (‘Baby examples’ from school maths that illustrates Theorem (4).) V =M n

(a) Let A=[1 2 ]. Note that A is a row-echelon form.

For each number b, the system of linear equations A[ i; } = [b], which is the equation 1 +2z2 = b in disguise,
has two or more solution.

(b) Let [ % i g ] A row-echelon form Af which is row-equivalent to A is given by At = [ (1) (2) g ]

For any numbers by, by, the system of linear equations A

z1
T2 ] = { 2; ] either has no solution, or has two or
xs3

more solution.
When it is written out explicitly, the system reads:—

1 + 2xs + 3m3 = b
2r1 4+ 4dxs + 6x3 = bo

It is a system with two equations and three unknowns.


Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User


e The system has no solution if and only if by # 2b;.

o The system has two or more solutions if and only if by = 2b;.

(c) Let [ (1) % 1 } A row-echelon form A* which is row-equivalent to A is given by At = [ (1) (1) (1) }

For any numbers by, by, the system of linear equations A

T
T3 ] = { 2; ] either has no solution, or has two or
x3

more solution.
When it is written out explicitly, the system reads:—

rT + x> + x3 = by
To + w3 = by

It is a system with two equations and three unknowns.

The system is consistent and has infinitely many solutions.

11. Example (4). (Illustrations on Theorem (4).)

1 2 3 4 5
SISEIRERE
4 5 6 7 8
1 2 3 4 5
Note that a row-echelon form A* which is row equivalent to A is given by Af = 8 (1) (2) g é
000 00O
Given any column vector b with 4 entries, it will happen that:—
o either £LS(A, b) is inconsistent,
o or LS(A, b) is consistent and has two or more solutions.
In fact:—
0
e when ¢c = ? , LS(A, c¢) is inconsistent.
0
e LS(A, 04) is consistent and has two or more solutions.
11 1 1 1
b)LetA=| 1 § § 16 2
1 8 27 64 125
1 1 1 11
Note that a row-echelon form A which is row equivalent to A is given by Af = 8 (1) % g g
0 0 0 1 4
Given any column vector b with 4 entries, it will happen that £S(A, b) is consistent and has two or more

solutions.



