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Section 6.4
4. Show that if > 0, then 1+%£C— %xQ <V1+z< 1—1—%3:.

Solution. Let f(z) =+/1+ x. Then, for any = > —1,

1 1 3
/ o " _ " _
Jla) = 2v/1+ J') 4(1 4 )3/ /@) 8(1 + x)5/2
Fix x > 0. By Taylor’s Theorem, there exists ¢; € (0, z) such that
"
£a) = £O) + £0) @~ 0) + L1 (o o

14! ! 2
= —r— ————=x°.
2 8(1 + ¢1)3/?

Since —sz < 0, we have v1+2 <1+ %m

Similarly, there exists ¢y € (0, ) such that

f//(o) 9 f///(c2)

@) = £0)+ O =0+ LD @ — o2+ L0 (o gy
1 1 1
— 1 T 2 - 3.
TR T e vy’
Since Ww‘g >0, we have 1 + 32 — g2° < V14w O

9. If g(z) := sinx, show that the remainder term in Taylor’s Theorem converges to
zero as n — oo for each fixed zy and x.

Solution. For fixed xy and x, the n-th remainder term in Taylor’s Theorem is

g(n+1)(cn)
(n+1)!

n+1

R,(x) = (x — z9) for some ¢, between zy and x.

Since g"*V(z) = £ sinx or & cosz, we have [g"*Y(c,)| < 1 and hence

|x o x0|n+1 B

Bl < =72

n-

Since lim “+ = lim |xn_—f1°| =0 < 1, the ratio test yields lim a, = 0.
n—oo n n—o0 n—o00

Therefore, lim R, (z) = 0 by the squeeze theorem. O
n— o0
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10. Let h(x) == e /%" for x # 0 and h(0) := 0. Show that h(™(0) = 0 for all n € N.

11.

Conclude that the remainder term in Taylor’s Theorem for xy = 0 does not converge
to zero as n — oo for x # 0.

Solution. First, we show that lim h(z)/2* = 0 for any k € N. By successive

z—0
application of LL’Hospital’s Rule,
k k k-1 k!
m L= tim 2 — = hm 2= for any k£ € N.
y——+oo eY y—+oo Y y——+oo Y

Let y = 1/2% Then y — +oo as x — 0. Hence, for any k € N,

h 1 2\k
lirnﬂ = lim( /IJ cah = 0.
x—0 ,],’k z—0 el/x

Next, we calculate h( (z) for z # 0. Clearly h(x) = e~'/*" is infinitely differentiable
for x # 0. By applying Leibniz’s rule to h'(z) x%efl/ﬁ = %h(x), we have

k=0 k=

for any = # 0 and integer n > 0.
Now, we prove by induction on n that
h(m)
(i) lim )

z—0 ™

(ii) R™(0) = 0.

for any m € N;

The case n = 0 is obviously true. Suppose (i) and (ii) are true for n. Then (*) gives

R (1) " /n A R ()
‘[“ —_— — n— — | 'm - 7 —
il_)() rm Z (k) ( 1) (n k+ 2) (il_m wn—k+3+m) 0.

k=0
Moreover,
A — R h(™)
RO (0) = Tim Tt O _ 20
z—0 x—0 z—0 T
This completes the induction.
Finally, the remainder term in Taylor’s Theorem is given by
~ hM(0)
Rae) = hw) = 30 2t = ()
k=0
and so lir% Ryi1(x) = h(z) #0 for = # 0. O
z—>
If z € [0,1] and n € N, show that
xZ .133 " Z(,’n+1
In(1 — |-+ (D" < :
n(l+ ) (gg 5 T3 +(=1) n)‘ ]

Use this to approximate In 1.5 with an error less than 0.01. Less than 0.001.
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15.

Solution. Let f(x) =1In(1 + x). Then f is infinitely differentiable on (—1, 00) and

() = <_1EZ:(Z); D! for x > —1,n € N.

Fix z € (0,1] and n € N. By Taylor’s Theorem, f(z) = P,(x) + R,(z), where

) 2 3 1 ™

" ofk)
k=0 )

n

and for some ¢, € (0,x),

_ f(n+1)(cn) npl 1L (=" n+1
Bul@) =™ = o Tt

n+1

The i lity foll i R, < :
e inequality follows since |R,(z)| o

(Remark: The inequality is not true when z = 0.)

Put x = 0.5, we have
(0_5)n+1

n+1 "~

When n = 4, (Oﬂfl = 0.0625 < 0.01. So, with an error less than 0.01,

IIn1.5 — P,(0.5)] <

In1.5 ~ P;(0.5) ~ 0.4010416667.

When n =7, &2 ~ 0.0004882 < 0.001. So, with an error less than 0.001,

In1.5 ~ P;(0.5) ~ 0.4058035714.

]

Let f be continuous on [a,b] and assume the second derivative f” exists on (a,b).
Suppose that the graph of f and the line segment joining the points (a, f(a)) and
(b, (b)) intersect at a point (xg, f(zo) where a < zp < b. Show that there exists a
point ¢ € (a,b) such that f”(c) = 0.

Solution. By applying the Mean Value Theorem to f on the interval [a, xq], we

have
f(x0) — f(a)

= f'(¢;) for some ¢; € (a, o).
To—

By applying the Mean Value Theorem to f on the interval [xg, b], we have
f(b) = f(xo)

— = f'(co) for some ¢y € (x0,D).

Since (a, f(a)), (xq, f(x0)), (b, f(b)) lie on the same straight line, we have
Fla) = fl@) _ f() ~ flao)

Tog—a b—xo
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22.

Note that f” is continuous and differentiable on [c1, ¢s]. Another application of the
Mean Value Theorem implies that

f'(e2) = f'(e1)

Cy — C1

7(0) =

=0 for some ¢ € (¢, ca).

]

The equation Inz = x — 2 has two solutions. Approximate them using Newton’s

Method. What happens if z; = % is the initial point?

Solution. Let f(z) =Inz —x + 2. It is clearly twice differentiable on (0, c0) with
fl)=1—1and f"(z) = —=.
First, we will apply Newton’s Method (and its proof) to the intervals

I =[0.14,0.16] C I, :=10.1,0.2].

Note that f(0.14) ~ —0.1061 < 0 and f(0.16) ~ 0.0074 > 0. The Intermediate
Value Theorem implies that there is r1 € I such that f(r;) = 0. Moreover,

1 1
= 1 / = — — = = " = — =
my = gg[r{llf @=55-1=4 M rg?g?lf ()] = 533 = 100
Then Ky = M;/2m,; = 25/2 satisfies 1/K; = 0.08 > length(/;) = 0.02. Take
4 = 0.02 € (0,1/Ky). So the interval I} := (r; — &1, 71 + 01) satisfies I; C I7 C 1.
Hence, by Newton’s Method and its proof, for any x; € I7, the sequence (z,,) defined

N ()
o fla
T )

belongs to I and (x,) converges to r1. Since I; C I}, we can pick any z; € I as
the initial point. For example,

for all n € N,

r1 =0.14, x5~ 0.1573, z3~0.1586, x5~ 0.1586,

Next, we will apply Newton’s Method (and its proof) to the intervals
I,=1[3,4 C I,=12,5].

Note that f(3) ~ 0.0986 > 0 and f(4) ~ —0.6137 < 0. The Intermediate Value
Theorem implies that there is o € I5 such that f(rq) = 0. Moreover,

1 1
Mo = ;réllxg If(z)]=1- e 0.8 My = r;gz(\f”(:rﬂ =5 = 0.25.
Then Ky = My /2mo = 5/32 satisfies 1/ Ky = 32/5 > length(ly) = 1. Take §, =1 €
(0,1/K5). So the interval I := (1o — 09,79 + o) satisfies I, C I3 C [,. Hence, by
Newton’s Method and its proof, for any z; € I3, the sequence (z,) defined by

f(xn)

xn-ﬁ-l = xn - f/(x )
n

for all n € N,
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belongs to I; and (z,) converges to ry. Since Iy C I, we can pick any z; € 5 as
the initial point. For example,

T = 3, To =~ 31479, T3 ~ 31462, T3 ~ 31462,

If ; = % is the initial point, then xo =1In2 — 1 < 0. The Newton’s Method cannot
proceed because f(x3) is not defined.

O



