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#### Abstract

In this course, the development of the spatially homogeneous theory to the Boltzmann equation will be briefly introduced, especially for the well-posedness result of the Cauchy problem in the space of probability measure. On the other side, the numerical simulation about the homogeneous Boltzmann equation, mainly the deterministic Spectral Method will also be presented; furthermore, some corresponding stability/error analysis frameworks will be discussed in a suitable manner.


## 1 Personal Statement

The lecture note is based on the MATH-6042 course delivered by the author in the Term 2, 2021-2022 at CUHK. The main prerequisites are a reasonable acquaintance with functional analysis, i.e., elementary topology, Fourier transform, and so forth. Preliminary knowledge about the Boltzmann equation is literally preferred, though the brief introduction will be provided at the beginning.

Due to the current limitation of the author, most likely, there are still at places inadequacies, inconsistency of notations, inadvertently omitted references... Therefore, the lecture note will be constantly updated and frequently uploaded on the website of the author, and hopefully continue to cover up the most recent results of this topic with time evolution.

Any correction and comment will be very welcomed from the readers for further improvement of the lecture note.

## 2 Teaching Arrangement

So far, a rough arrangement of the 13 lectures is provided as following, where some adjustments might happen according to the actual progress:
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## 3 From Particle System to Kinetic Equation

As widely acknowledged, the microscopic regime is modeled by the many-particle system, ranging from physics, bio-mechanics, economy, material sciences, traffic modeling to other areas. The idea simply comes from the elementary Newton's mechanics: in a system of large number of particles, the particles essentially interact with its counterparts around it.

In the macroscopic scales, where the gas and fluid are regarded as a continuum, their motion is described by the macroscopic quantities such as macroscopic mass density, bulk velocity, temperature, pressure, heat flux, and so forth. The Euler and Navior-Stokes equations, compressible or incompressible, are the most well-known governing equations proposed so far in the fluid dynamics.


Figure 1: Multiscale Hierarchy ${ }^{1}$

The goal of this section is to derive the kinetic model, i.e., the Boltzmann equation, from the corresponding many-particle system. Proposed by L. Boltzmann in 1872, the Boltzmann equation is one of the fundamental and representative governing equations in kinetic theory, which describes the non-equilibrium dynamics of a gas or system comprised of a large number of particles.

### 3.1 Heuristic Derivation

Let the total mass be normalized to unity. Consider a binary (two-particle, say, particle 1 and particle 2) collision, with one particle having values of velocities in a range $\mathrm{d} v_{1}$ and another with values of velocities in a range $\mathrm{d} v_{2}$. In a collision, these acquire values of velocities in the ranges $\mathrm{d} v_{1}$ and $\mathrm{d} v_{2}$, respectively.

Let $\left(v_{1}^{\prime}, v_{2}^{\prime}\right)$ be the velocities after a collision with respect to the pre-collisional velocities $\left(v_{1}, v_{2}\right)$. By the conservation of momentum and energy:

$$
\begin{equation*}
v_{1}+v_{2}=v_{1}^{\prime}+v_{2}^{\prime}, \quad\left|v_{1}\right|^{2}+\left|v_{2}\right|^{2}=\left|v_{1}^{\prime}\right|^{2}+\left|v_{2}^{\prime}\right|^{2} \tag{3.1}
\end{equation*}
$$

[^0]one can derive that
\[

$$
\begin{equation*}
v_{1}^{\prime}=v_{1}-\left[\left(v_{1}-v_{2}\right) \cdot \omega\right] \omega, \quad v_{2}^{\prime}=v_{2}+\left[\left(v_{1}-v_{2}\right) \cdot \omega\right] \omega \tag{3.2}
\end{equation*}
$$

\]

where $\omega$ is the impact direction (the unit vector connecting the centers of particle 1 and particle 2). Note from Eq. 3.2 that

$$
\begin{equation*}
v_{2}^{\prime}-v_{1}^{\prime}=\left(v_{2}-v_{1}\right)-2\left[\left(v_{2}-v_{1}\right) \cdot \omega\right] \omega, \tag{3.3}
\end{equation*}
$$

i.e., the relative velocity undergoes a specular reflection at the impact direction.


Figure 2: Velocity and impact direction during an elastic collision.

Now the total number of collisions per unit time per unit volume is taken to be

$$
\begin{equation*}
\underbrace{\{\text { Number of particles/unit volume }\}}_{P^{(1)}\left(t, x_{1}, v\right)_{1} \mathrm{~d} v_{1}} \times \underbrace{\{\text { Probabilty of them suffering a collision }\}}_{p} \tag{3.4}
\end{equation*}
$$

where $P^{(1)}\left(t, x_{1}, v_{1}\right)$ is the one-particle probability density function, i.e.,

$$
\begin{equation*}
P^{(1)}\left(t, x_{1}, v_{1}\right):=\int_{\left(\mathbb{R}^{3} \times \mathbb{R}^{3}\right)^{N-1}} P\left(t, x_{1}, v_{1}, \ldots, x_{N}, v_{N}\right) \mathrm{d} x_{2} \mathrm{~d} v_{2} \ldots \mathrm{~d} x_{N} \mathrm{~d} v_{N} \tag{3.5}
\end{equation*}
$$

giving the probability of finding one fixed particle (particle 1) in an infinitesimal volume $\mathrm{d} x_{1} \mathrm{~d} v_{1}$ centered at the point $\left(x_{1}, v_{1}\right)$ of the phase space, where $x_{1} \in \mathbb{R}^{3}$ is the position and $v_{1} \in \mathbb{R}^{3}$ is the particle velocity.

And one takes the probability $p$ of suffering a collision proportional to

$$
\begin{equation*}
\underbrace{\{\text { Number of particles/unit volumn }\}}_{P^{(1)}\left(t, x, v_{1}\right) \mathrm{d} v} \times\left\{\mathrm{d} v_{1}^{\prime} \times \mathrm{d} v_{2}^{\prime}\right\} . \tag{3.6}
\end{equation*}
$$

Thus, the

$$
\begin{equation*}
\frac{\text { Total number of collisions }}{(\text { Unit volume })(\text { Unit time })}=\mathcal{B}\left(v_{1}^{\prime}, v_{2}^{\prime} ; v_{1}, v_{2}\right) P^{(2)}\left(t, x_{1}, v_{1}, x_{2}, v_{2}\right) \mathrm{d} v_{1} \mathrm{~d} v_{2} \mathrm{~d} v_{1}^{\prime} \mathrm{d} v_{2}^{\prime} \tag{3.7}
\end{equation*}
$$

where $\mathcal{B}\left(v_{1}^{\prime}, v_{2}^{\prime} ; v_{1}, v_{2}\right)$ is derived from the analytical mechanics by solving the collision problem assuming a given inter-molecular force. Moreover, the symmetry for $\mathcal{B}\left(v_{1}^{\prime}, v_{2}^{\prime} ; v_{1}, v_{2}\right)$ is achieved via the "Principle of detailed balancing" which asserts that

$$
\begin{equation*}
\mathcal{B}\left(v_{1}^{\prime}, v_{2}^{\prime} ; v_{1}, v_{2}\right)=\mathcal{B}\left(v_{1}, v_{2} ; v_{1}^{\prime}, v_{2}^{\prime}\right) \tag{3.8}
\end{equation*}
$$

This is formally discussed in some physics references. Suffice it to say the following: in the equilibrium, the number of collisions $\left(v_{1}, v_{2}\right) \longmapsto\left(v_{1}^{\prime}, v_{2}^{\prime}\right)$ is equal to the number of collisions $\left(-v_{1}^{\prime},-v_{2}^{\prime}\right) \longmapsto\left(-v_{1},-v_{2}\right)$. This follows from the symmetry of the equations of classical mechanics under time reversal, and is adopted in non-equilibrium setting as well. Thus, under such a mapping we expect to get

$$
\begin{equation*}
\mathcal{B}\left(v_{1}^{\prime}, v_{2}^{\prime} ; v_{1}, v_{2}\right)=\mathcal{B}\left(-v_{1},-v_{2} ;-v_{1}^{\prime},-v_{2}^{\prime}\right) \tag{3.9}
\end{equation*}
$$

and then the stated result.
Remark 3.1. This symmetric property is also assumed based on the micro-reversible of collisions, which can be understood in a purely deterministic way: microscopic dynamics are time-reversible; or in a probabilistic way: the probability that velocities $\left(v_{1}^{\prime}, v_{2}^{\prime}\right)$ are changed into $\left(v_{1}, v_{2}\right)$ in a collision process, is the same as the probability that $\left(v_{1}, v_{2}\right)$ are changed into $\left(v_{1}^{\prime}, v_{2}^{\prime}\right)$

Intuitively speaking, the movement of particles can be divided into the following two scenario cases:

- In the absence of collisions and external forces, $P^{(1)}$ would remain unchanged along the trajectory of particle 1 . That is, $P^{(1)}$ satisfies

$$
\begin{equation*}
\frac{\partial P^{(1)}}{\partial t}+v_{1} \cdot \nabla_{x_{1}} P^{(1)}=0 \tag{3.10}
\end{equation*}
$$

- With the collisions, one would expect

$$
\begin{equation*}
\frac{\partial P^{(1)}}{\partial t}+v_{1} \cdot \nabla_{x_{1}} P^{(1)}=Q=\underbrace{G}_{\text {"gain" }}-\underbrace{L}_{\text {"loss" }} \tag{3.11}
\end{equation*}
$$

where $L \mathrm{~d} x_{1} \mathrm{~d} v_{1} \mathrm{~d} t$ denotes the probability of finding particles with position between $x_{1}$ and $x_{1}+\mathrm{d} x_{1}$ and velocity between $v_{1}$ and $v_{1}+\mathrm{d} v_{1}$ that disappear from these ranges of values due to a collision in the time interval between $t$ and $t+\mathrm{d} t$.
$L$ is often called the loss term, indicating that every such collision transfers it out of a particular range $\mathrm{d} v_{1}$ : for binary collisions, given $\mathrm{d} v$, the total number of collisions $\left(v_{1}, v_{2}\right) \longmapsto\left(v_{1}^{\prime}, v_{2}^{\prime}\right)$ with all possible values of $v_{2}, v_{1}^{\prime}, v_{2}^{\prime}$ occurring in the volume $\mathrm{d} x_{1}$ during the time interval $\mathrm{d} t$ is

$$
\begin{equation*}
L \mathrm{~d} x_{1} \mathrm{~d} v_{1} \mathrm{~d} t=\mathrm{d} x_{1} \mathrm{~d} v_{1} \mathrm{~d} t \int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}^{3}} \mathcal{B}\left(v_{1}^{\prime}, v_{2}^{\prime} ; v_{1}, v_{2}\right) P^{(2)}\left(t, x_{1}, v_{1}, x_{2}, v_{2}\right) \mathrm{d} v_{1}^{\prime} \mathrm{d} v_{2}^{\prime} \mathrm{d} v_{2} \tag{3.12}
\end{equation*}
$$

Similarly, $G$ is often called the gain term of the collision operator, and $G \mathrm{~d} x_{1} \mathrm{~d} v_{1} \mathrm{~d} t$ gives the analogous probability of finding particles entering the same range $\mathrm{d} x_{1} \mathrm{~d} v_{1}$ in the same
time interval $\mathrm{d} t$, or brings into the range $\mathrm{d} v_{1}$ molecules which originally has values outside that range: given $v_{1}$, these are collisions $\left(v_{1}^{\prime}, v_{2}^{\prime}\right) \longmapsto\left(v_{1}, v_{2}\right)$ with all possible $v_{2}, v_{1}^{\prime}, v_{2}^{\prime}$, and

$$
\begin{equation*}
G \mathrm{~d} x_{1} \mathrm{~d} v_{1} \mathrm{~d} t=\mathrm{d} x_{1} \mathrm{~d} v_{1} \mathrm{~d} t \int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}^{3}} \mathcal{B}\left(v_{1}, v_{2} ; v_{1}^{\prime}, v_{2}^{\prime}\right) P^{(2)}\left(t, x_{1}, v_{1}^{\prime}, x_{2}, v_{2}^{\prime}\right) \mathrm{d} v_{1}^{\prime} \mathrm{d} v_{2}^{\prime} \mathrm{d} v_{2} \tag{3.13}
\end{equation*}
$$

Hence, by Eq. 3.8 the collision operator $Q$ can be written in general case:

$$
\begin{equation*}
Q=\int_{\mathbb{R}^{3} \times \mathbb{R}^{3} \times \mathbb{R}^{3}} \mathcal{B}\left(v_{1}, v_{2} ; v_{1}^{\prime}, v_{2}^{\prime}\right)\left[P^{(2)}\left(t, x_{1}, v_{1}^{\prime}, x_{2}, v_{2}^{\prime}\right)-P^{(2)}\left(t, x_{1}, v_{1}, x_{2}, v_{2}\right)\right] \mathrm{d} v_{1}^{\prime} \mathrm{d} v_{2}^{\prime} \mathrm{d} v_{2} \tag{3.14}
\end{equation*}
$$

For a monatomic gas, we write

$$
\begin{equation*}
\frac{\mathcal{B}\left(v_{1}, v_{2} ; v_{1}^{\prime}, v_{2}^{\prime}\right) \mathrm{d} v_{1}^{\prime} \mathrm{d} v_{2}^{\prime}}{\left|v_{1}-v_{2}\right|}=B\left(\left|v_{1}-v_{2}\right|, \omega\right) \mathrm{d} \omega \tag{3.15}
\end{equation*}
$$

which is called the differential collision cross section, containing the $\delta$-functions

$$
\begin{equation*}
\delta\left(v_{1}^{\prime}+v_{2}^{\prime}-v_{1}-v_{2}\right) \cdot \delta\left(\frac{\left|v_{1}^{\prime}\right|^{2}+\left|v_{2}^{\prime}\right|^{2}-\left|v_{1}\right|^{2}-\left|v_{2}\right|^{2}}{2}\right) \tag{3.16}
\end{equation*}
$$

that expresses the conservation of momentum and energy. Assume these have been removed, then the $B\left(\left|v_{1}-v_{2}\right|, \omega\right) \mathrm{d} \omega$ becomes scattering cross section, such that

$$
\begin{equation*}
Q=\int_{\mathbb{R}^{3}} B\left(\left|v_{1}-v_{2}\right|, \omega\right)\left[P^{(2)}\left(t, x_{1}, v_{1}^{\prime}, x_{2}, v_{2}^{\prime}\right)-P^{(2)}\left(t, x_{1}, v_{1}, x_{2}, v_{2}\right)\right] \mathrm{d} \omega \mathrm{~d} v_{2} \tag{3.17}
\end{equation*}
$$

### 3.2 Formal Derivation of Hard-Sphere Model

Usually, the cross section $B\left(\left|v_{1}-v_{2}\right|, \omega\right)$ cannot be explicitly calculated, except for some special cases, now we are about to take the hard-sphere model as an example to derive the more usual form of the Boltzmann equation.

For the hard-sphere model, to count these probability of "gain" and "loss" effects, we imagine particle 1 as a sphere at rest and endowed with twice the actual radius $r$ and other particles being the point masses with velocity $v_{2}-v_{1}$. Fixing the particle 1 , it will be to found in the cylinder of height $\left|\left(v_{2}-v_{1}\right) \cdot \omega\right| \mathrm{d} t$ and base area $\mathrm{d} S=(2 r)^{2} \mathrm{~d} \omega$ (where $\mathrm{d} \omega$ is the area of the surface element of the unit sphere of $\omega$ ). Then,

$$
\begin{align*}
l \mathrm{~d} x_{1} \mathrm{~d} v_{1} \mathrm{~d} t=\mathrm{d} x_{1} \mathrm{~d} v_{1} \int_{\mathbb{R}^{3}} \int_{\mathbb{S}_{-}^{2}} P^{(2)}\left(t, x_{1}, v_{1}, x_{1}\right. & \left.+2 r \omega, v_{2}\right) \\
& \times \underbrace{\left|\left(v_{2}-v_{1}\right) \cdot \omega\right| \mathrm{d} t}_{\text {Cylinder of height }} \underbrace{(2 r)^{2} \mathrm{~d} \omega}_{\text {Base area }} \mathrm{d} v_{2} \tag{3.18}
\end{align*}
$$

where $l$ indicates the contribution of another fixed particle, say particle 2 , and $P^{(2)}$ is the two-particle probability density function of particle 1 and 2 , and $\mathbb{S}_{-}^{2}$ is the hemi-sphere corresponding to $\left(v_{2}-v_{1}\right) \cdot \omega<0$.

Since there are another $N-1$ identical particles, if assuming that there are in total of $N$ particles and multiple collisions are disregarded, that will collide with particle 1.

Therefore,

$$
\begin{equation*}
L=(N-1)(2 r)^{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{S}_{-}^{2}} P^{(2)}\left(t, x_{1}, v_{1}, x_{1}+2 r \omega, v_{2}\right)\left|\left(v_{2}-v_{1}\right) \cdot \omega\right| \mathrm{d} \omega \mathrm{~d} v_{2} \tag{3.19}
\end{equation*}
$$

similarly, for $G$, what we are look for particles that have velocities $\left(v_{1}, v_{2}\right)$ after collision, and hence we have to integrate over the hemi-sphere $\mathbb{S}_{+}^{2}$ corresponding to $\left(v_{2}-v_{1}\right) \cdot \omega>0$ (the particles are moving away one from the other after the collision) to obtain:

$$
\begin{equation*}
G=(N-1)(2 r)^{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{S}_{+}^{2}} P^{(2)}\left(t, x_{1}, v_{1}, x_{1}+2 r \omega, v_{2}\right)\left|\left(v_{2}-v_{1}\right) \cdot \omega\right| \mathrm{d} \omega \mathrm{~d} v_{2} \tag{3.20}
\end{equation*}
$$

We could thus write the right-hand side of Eq. 3.11 as a single expression:

$$
\begin{equation*}
G-L=(N-1)(2 r)^{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{S}^{2}} P^{(2)}\left(t, x_{1}, v_{1}, x_{1}+2 r \omega, v_{2}\right)\left|\left(v_{2}-v_{1}\right) \cdot \omega\right| \mathrm{d} \omega \mathrm{~d} v_{2} \tag{3.21}
\end{equation*}
$$

where $\mathbb{S}^{2}$ is the entire unit sphere.
So far, the derivation of Eq. (3.21) has been formal and can be justified with full rigor. Although, Eq. 3.21 is correct, it turns out more convenient to keep the gain and loss terms separated and make further simplification. To achieve this, we need the following to crucial assumptions:

- (i) Boltzmann-Grad Limit: Assume $N r^{2}$ is finite, as $N \rightarrow \infty, r \rightarrow 0$.
- (ii) Molecular Chaos: Assume $P^{2}\left(t, x_{1}, v_{1}, x_{2}, v_{2}\right)=P^{(1)}\left(t, x_{1}, v_{1}\right) P^{(1)}\left(t, x_{2}, v_{2}\right)$ for two particles that are about to collide.

Remark 3.2. (i) The Boltzmann-Grad Limit Assumption actually implies that the gases are sufficiently dilute, but not too much, so that only binary interactions play a significant role, and a typical particle collides about once in a unit time.

To understand the idea, let us say that we have a box whose volume is $L^{3}=1 \mathrm{~m}^{3}$ at room temperature and atmospheric pressure. Then $N \approx 10^{20}$ and $2 r \approx 10^{-8} \mathrm{~cm}$. Then $(N-1)(2 r)^{2} \approx N(2 r)^{2}=10^{4} \mathrm{~cm}^{2}=1 \mathrm{~m}^{2}=L^{2}$ is a sizable quantity, while we can neglect the difference between $x_{1}$ and $x_{1}+2 r \omega$. This means that the Eq. 3.21) to be written can be rigorously valid only in the so-called Boltzmann-Grad Limit, with $N r^{2}$ is finite, as $N \rightarrow \infty, r \rightarrow 0$, i.e.,

$$
\begin{equation*}
N(2 r)^{3} \ll L^{3}, \quad N(2 r)^{2}=O\left(L^{2}\right) \tag{3.22}
\end{equation*}
$$

where $r$ can be regarded as the typical range of microscopic interaction, and $L$ is the typical macroscopic length scale.
(ii) The Molecular Chaos Assumption actually implies that the velocities of two particles which are about to collide are uncorrelated. Since the volume occupied by the particles is about $N(2 r)^{3} \approx 10^{-4} \mathrm{~cm}^{3}$, the collisions between two pre-selected particles is a rather rare event. Or, roughly speaking, this means that if we randomly pick up two particles at position $x$, which have not collided yet, then the joint distribution of their velocities will be given by a tensor product (in velocity space) of $f$ with itself.

Note that this assumption also implies an asymmetry between past and future: indeed, in general if the pre-collisional velocities are uncorrelated, then post-collisional velocities have to be correlated.

Then, $L$ becomes

$$
\begin{align*}
L & =N(2 r)^{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{S}_{-}^{2}} P^{(2)}\left(t, x_{1}, v_{1}, x_{1}, v_{2}\right)\left|\left(v_{2}-v_{1}\right) \cdot \omega\right| \mathrm{d} \omega \mathrm{~d} v_{2} \\
& =N(2 r)^{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{S}_{-}^{2}} P^{(1)}\left(t, x_{1}, v_{1}\right) P^{(1)}\left(t, x_{1}, v_{2}\right)\left|\left(v_{2}-v_{1}\right) \cdot \omega\right| \mathrm{d} \omega \mathrm{~d} v_{2} \tag{3.23}
\end{align*}
$$

where we used the Assumption (i) in the first equality and Assumption (ii) in the second equality.

Then, we insert the $G$ the information that the $P^{(2)}$ is continuous at a collision, i.e., for $i=1, j=2$, we integrate with respect to the positions and velocities of the remaining $N-2$ particles,

$$
\begin{equation*}
P^{(2)}\left(t, x_{1}, v_{1}, x_{2}, v_{2}\right)=P^{(2)}(t, x_{1}, \underbrace{v_{1}-\left[\left(v_{1}-v_{2}\right) \cdot \omega\right] \omega}_{v_{1}^{\prime}}, x_{2}, \underbrace{v_{2}+\left[\left(v_{1}-v_{2}\right) \cdot \omega\right] \omega}_{v_{2}^{\prime}}) \tag{3.24}
\end{equation*}
$$

because the transformation $v_{1}^{\prime}, v_{2}^{\prime}$ maps the hemi-sphere $\mathbb{S}_{+}^{2}$ onto $\mathbb{S}_{-}^{2}$; if $\left|x_{1}-x_{2}\right|=2 r$ where we write $q_{1,2}=v_{1}-v_{2}$ and $\omega=-\omega_{1,2}$.

Only in this way, for $G$, we have,

$$
\begin{align*}
G & =(N-1)(2 r)^{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{S}_{+}^{2}} P^{(2)}\left(t, x_{1}, v_{1}, x_{1}+2 r \omega, v_{2}\right)\left|\left(v_{2}-v_{1}\right) \cdot \omega\right| \mathrm{d} \omega \mathrm{~d} v_{2} \\
& =N(2 r)^{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{S}_{+}^{2}} P^{(1)}\left(t, x_{1}, v_{1}^{\prime}\right) P^{(1)}\left(t, x_{1}, v_{2}^{\prime}\right)\left|\left(v_{2}-v_{1}\right) \cdot \omega\right| \mathrm{d} \omega \mathrm{~d} v_{2}  \tag{3.25}\\
& =N(2 r)^{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{S}_{-}^{2}} P^{(1)}\left(t, x_{1}, v_{1}^{\prime}\right) P^{(1)}\left(t, x_{1}, v_{2}^{\prime}\right)\left|\left(v_{2}-v_{1}\right) \cdot \omega\right| \mathrm{d} \omega \mathrm{~d} v_{2}
\end{align*}
$$

where the first equality is because $P^{(2)}$ is continuous at a collision, the second equality is obtained for the same reason as above for $L$ (since $\left(v_{2}-v_{1}\right) \cdot \omega>0$ implies $\left.\left(v_{2}^{\prime}-v_{1}^{\prime}\right) \cdot \omega<0\right)$, and the third one is simple change of variable $\omega \longmapsto-\omega$.

Putting together $G$ and $L$, we have,

$$
\begin{align*}
& \frac{\partial P^{(1)}}{\partial t}+v_{1} \cdot \nabla_{x_{1}} P^{(1)}=N\left(2 r^{2}\right) \int_{\mathbb{R}^{3}} \int_{\mathbb{S}_{-}^{2}}\left|\left(v_{2}-v_{1}\right) \cdot \omega\right|  \tag{3.26}\\
& \quad \times\left[P^{(1)}\left(t, x_{1}, v_{1}^{\prime}\right) P^{(1)}\left(t, x_{1}, v_{2}^{\prime}\right)-P^{(1)}\left(t, x_{1}, v_{1}\right) P^{(1)}\left(t, x_{1}, v_{2}\right)\right] \mathrm{d} \omega \mathrm{~d} v_{2}
\end{align*}
$$

In the following note, we will mainly consider the one-particle number probability distribution function $f$, i.e., $f(t, x, v)=N P^{(1)}\left(t, x_{1}, v_{1}\right)$, by changing $x_{1} \longmapsto x, v_{1} \longmapsto$ $v, v_{2} \longmapsto v_{*}, \omega \longmapsto-\omega$, then the Boltzmann equation for hard-sphere model reads:

$$
\begin{equation*}
\partial_{t} f+v \cdot \nabla_{x} f=(2 r)^{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{S}_{-}^{2}}\left|\left(v-v_{*}\right) \cdot \omega\right|\left[f^{\prime} f_{*}^{\prime}-f f_{*}\right] \mathrm{d} \omega \mathrm{~d} v_{*}, \tag{3.27}
\end{equation*}
$$

where $f^{\prime}, f_{*}^{\prime}, f, f_{*}$ are short-hand notations for $f^{\prime}(t, x, v), f^{\prime}\left(t, x, v_{*}\right), f\left(t, x, v^{\prime}\right), f\left(t, x, v_{*}^{\prime}\right)$.
It is often convenient to integrate $\omega$ over the whole unit sphere rather than hemi-sphere by inserting a $1 / 2$ factor, which yields,

$$
\begin{equation*}
\partial_{t} f+v \cdot \nabla_{x} f=2 r^{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{S}_{-}^{2}}\left|\left(v-v_{*}\right) \cdot \omega\right|\left[f^{\prime} f_{*}^{\prime}-f f_{*}\right] \mathrm{d} \omega \mathrm{~d} v_{*} \tag{3.28}
\end{equation*}
$$

### 3.3 Formal Derivation of Liouville Equation (BBGKY Hierarchy)

In this subsection, we give a formal derivation of the Boltzmann equation starting from the Liouville equation. The rigorous was an open and challenging problem for a long time. In 1973, O. Lanford showed that, although for a very short time, the Boltzmann equation can be derived from the mechanical systems.

### 3.3.1 Liouville Equation

Under the dynamics: we denote the $\mathbf{x}_{i}$ by $x_{i}, \mathbf{v}_{i}$ by $v_{i}$, and $\mathbf{F}_{i}$ by $F_{i}$ for convenience,

$$
\left\{\begin{align*}
m \dot{v}_{i}(t) & =F_{i}  \tag{3.29}\\
\dot{x}_{i}(t) & =v_{i}
\end{align*}\right.
$$

with the initial date given.
Here "the point at $x_{i}$ with velocity $v_{i}$ " means "the point between $x_{i}$ and $x_{i}+\mathrm{d} x_{i}$ with velocity between $v_{i}$ and $v_{i}+\mathrm{d} v_{i}{ }^{\prime \prime}$. And the trajectory is

$$
\left\{\begin{array}{l}
x_{i}=x_{i}(t)  \tag{3.30}\\
v_{i}=\dot{x}_{i}(t)
\end{array}\right.
$$

Let $P^{(N)}\left(t, x_{1}, v_{1}, \ldots, x_{N}, v_{N}\right)$ be the $N$-particle (empirical) probability density function,

$$
\begin{align*}
P^{(N)}\left(t, x_{1}, v_{1}, \ldots, x_{N}, v_{N}\right)= & \delta\left(x_{1}-x_{1}(t)\right) \delta\left(x_{2}-x_{2}(t)\right) \ldots \delta\left(x_{N}-x_{N}(t)\right)  \tag{3.31}\\
& \cdot \delta\left(v_{1}-\dot{x}_{1}(t)\right) \delta\left(v_{2}-\dot{x}_{2}(t)\right) \ldots \delta\left(v_{N}-\dot{x}_{N}(t)\right) .
\end{align*}
$$

Derive the Liouville equation from the following calculation:

$$
\begin{align*}
\frac{\partial P^{(N)}}{\partial t}= & -\sum_{j=1}^{N} \prod_{k=1, k \neq j}^{N} \delta\left(x_{k}-x_{k}(t)\right) \delta\left(v_{k}-\dot{x}_{k}(t)\right) \cdot \frac{\partial}{\partial x_{j}} \delta\left(x_{j}-x_{j}(t)\right) \delta\left(v_{j}-\dot{x}_{j}(t)\right) \cdot \dot{x}_{j} \\
& -\sum_{j=1}^{N} \prod_{k=1, k \neq j}^{N} \delta\left(x_{k}-x_{k}(t)\right) \delta\left(v_{k}-\dot{x}_{k}(t)\right) \cdot \delta\left(x_{j}-x_{j}(t)\right) \frac{\partial}{\partial v_{j}} \delta\left(v_{j}-\dot{x}_{j}(t)\right) \cdot \ddot{x}_{j} \tag{3.32}
\end{align*}
$$

Note that

$$
\begin{equation*}
\dot{x}_{j}(t) \delta\left(v_{j}-\dot{x}_{j}(t)\right)=v_{j} \delta\left(v_{j}-\dot{x}_{j}(t)\right) \tag{3.33}
\end{equation*}
$$

and

$$
\left\{\begin{array}{l}
\ddot{x}_{j}=\frac{F_{j}}{m}=f_{j}  \tag{3.34}\\
\dot{x}_{j}=v_{j}(t)
\end{array}\right.
$$

where $f_{j}$ is the force per unit mass over the $j$-th particle. Therefore,

$$
\begin{align*}
\frac{\partial P^{(N)}}{\partial t}= & -\sum_{j=1}^{N} v_{j} \frac{\partial}{\partial x_{j}} \delta\left(x_{j}-x_{j}(t)\right) \delta\left(v_{j}-\dot{x}_{j}(t)\right) \prod_{k=1, k \neq j}^{N} \delta\left(x_{k}-x_{k}(t)\right) \delta\left(v_{k}-\dot{x}_{k}(t)\right) \\
& -\sum_{j=1}^{N} \frac{F_{j}}{m} \frac{\partial}{\partial v_{j}} \delta\left(v_{j}-\dot{x}_{j}(t)\right) \delta\left(x_{k}-x_{k}(t)\right) \prod_{k=1, k \neq j}^{N} \delta\left(x_{k}-x_{k}(t)\right) \delta\left(v_{k}-\dot{x}_{k}(t)\right) \\
= & -\sum_{j=1}^{N} v_{j} \frac{\partial P^{(N)}}{\partial x_{j}}-\sum_{j=1}^{N} \frac{F_{j}}{m} \frac{\partial P^{(N)}}{\partial v_{j}} \tag{3.35}
\end{align*}
$$

that is to say,

$$
\begin{equation*}
\frac{\partial P^{(N)}}{\partial t}+\sum_{j=1}^{N} v_{j} \frac{\partial P^{(N)}}{\partial x_{j}}+\sum_{j=1}^{N} \frac{F_{j}}{m} \frac{\partial P^{(N)}}{\partial v_{j}}=0 \tag{3.36}
\end{equation*}
$$

which is the Liouville equation, a linear, homogeneous, first-order partial differential equation.

### 3.3.2 BBGKY Hierarchy

Consider $N$ hard sphere of radius $r$. Let $x_{i}, v_{i}$ denote the position and velocity of particle $i$, then the state of the system is given by

$$
\begin{equation*}
\left(x_{1}, v_{1}, \ldots, x_{N}, v_{N}\right) \in \Omega^{N} \times \mathbb{R}^{3 N}=\Lambda_{1, \ldots, N} \tag{3.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega^{N}=\left\{\left(x_{1}, \ldots, x_{N}\right)| | x_{i}-x_{j} \mid>2 r, \quad i \neq j\right\} \tag{3.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{c}^{N}=\left\{\left(x_{1}, \ldots, x_{N}\right)| | x_{i}-x_{j} \mid<2 r, \quad i \neq j\right\} \tag{3.39}
\end{equation*}
$$

in fact, if a point $\left(x_{1}, \ldots, x_{N}\right)$ lies in the set $\Omega_{c}^{N}$, the $i$-th and $j$-th molecule would overlap, which is impossible since they are assumed to be hard spheres.
On the other hand, we have to introduce the boundaries, with the regions where the spheres would but not yet overlap, in order to define $\Lambda_{1, \ldots, N}$ :

$$
\begin{equation*}
\partial \Lambda_{1, \ldots, N}=\left\{\left(x_{1}, v_{1}, \ldots, x_{N}, v_{N}\right)| | x_{i}-x_{j} \mid=2 r, \quad i \neq j\right\} \tag{3.40}
\end{equation*}
$$

since $P^{(N)}$ is always constant along the trajectory Eq. 3.30 in $\Lambda_{1, \ldots, N}$ (boundaries included), but the velocities $\left(v_{1}, \ldots, v_{N}\right)$ should undergo a discontinuous transformation there, we must impose that $P^{(N)}$ is the same at $\left(\ldots, x_{i}, v_{i}, x_{j}, v_{j} \ldots\right)$ and $\left(\ldots, x_{i}, v_{i}^{\prime}, x_{j}, v_{j}^{\prime} \ldots\right)$, indicating points of the boundary of $\Lambda_{1, \ldots, N}$ that are transformed one into the other by the transformation associated with an impact factor or direction (continuous at a collision):

$$
\begin{equation*}
P^{(N)}\left(\ldots, x_{i}, v_{i}, x_{j}, v_{j} \ldots\right)=P^{(N)}\left(\ldots, x_{i}, v_{i}^{\prime}, x_{j}, v_{j}^{\prime} \ldots\right) \tag{3.41}
\end{equation*}
$$

or more specifically, such as elastic binary collision:

$$
\begin{equation*}
P^{(N)}\left(\ldots, x_{i}, v_{i}, x_{j}, v_{j} \ldots\right)=P^{(N)}\left(\ldots, x_{i}, v_{i}-\left(q_{i, j} \cdot \omega_{i, j}\right) \omega_{i, j}, x_{j}, v_{i}+\left(q_{i, j} \cdot \omega_{i, j}\right) \omega_{i, j} \ldots\right) \tag{3.42}
\end{equation*}
$$

where $q_{i, j}=v_{i}-v_{j}$ and $\omega_{i, j}$ is the unit vector directed as $x_{i}-x_{j}$.

Remark 3.3. (i) If $\Omega^{N}$ does not coincide with $\mathbb{R}^{3 N}$, then there are additional boundary points that at least one $x_{i}$ is on $\partial \Lambda_{1, \ldots, N}$. A suitable boundary condition must be assigned at these points as well, e.g., the specular reflection:

$$
\begin{equation*}
v_{i}^{\prime}=v_{i}-\left(v_{i} \cdot \omega_{i}\right) \omega_{i} \tag{3.43}
\end{equation*}
$$

where $\omega_{i}$ is unit normal vector at $x_{i}$.
(ii) If $\Omega$ is a box, periodicity conditions are very popular, in that case one can avoid mentioning the boundaries and talk about a flat torus (after identification of opposite faces).
(iii) Another point to be mentioned is that we shall allow the symmetric initial condition $P_{0}^{(N)}$ upon interchange of any two particles (since the particles are identical):

$$
\begin{equation*}
P^{(N)}\left(t=0, \ldots, x_{i}, v_{i}, x_{j}, v_{j} \ldots\right)=P^{(N)}\left(t=0, \ldots, x_{j}, v_{j}, x_{i}, v_{i} \ldots\right) \tag{3.44}
\end{equation*}
$$

the same symmetry of which is preserved for $t>0$, as the time evolution is consistent with the symmetric property.

In this case, $P^{(N)}$ satisfies the Liouville equation without other outer force,

$$
\begin{equation*}
\frac{\partial P^{(N)}}{\partial t}+\sum_{i=1}^{N} v_{i} \frac{\partial P^{(N)}}{\partial x_{i}}=0 \tag{3.45}
\end{equation*}
$$

Define the $s$-particle probability density function as

$$
\begin{equation*}
P^{(s)}\left(t, x_{1}, v_{1}, \ldots, x_{s}, v_{s}\right)=\int_{\Lambda_{s+1, \ldots, N}} P^{(N)}\left(t, x_{1}, v_{1}, \ldots, x_{N}, v_{N}\right) \mathrm{d} x_{s+1} \mathrm{~d} v_{s+1} \ldots \mathrm{~d} x_{N} \mathrm{~d} v_{N} \tag{3.46}
\end{equation*}
$$

then integrating Eq. 3.45 with respect to the variables $x_{j}, v_{j}(s+1 \leq j \leq N)$ over $\Lambda_{1, \ldots, N}$, and it is convenient to keep the terms in the sum appearing in Eq. 3.45 with $i \leq s$ from those with $i>s$, we can obtain that

$$
\begin{equation*}
\frac{\partial P^{(s)}}{\partial t}+I_{1}+I_{2}=0 \tag{3.47}
\end{equation*}
$$

with

$$
\begin{equation*}
I_{1}=\sum_{i=1}^{s} \int_{\Lambda_{s+1, \ldots, N}} v_{i} \frac{\partial P^{(N)}}{\partial x_{i}} \mathrm{~d} x_{s+1} \mathrm{~d} v_{s+1} \ldots \mathrm{~d} x_{N} \mathrm{~d} v_{N} \tag{3.48}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=\sum_{i=s+1}^{N} \int_{\Lambda_{s+1, \ldots, N}} v_{i} \frac{\partial P^{(N)}}{\partial x_{i}} \mathrm{~d} x_{s+1} \mathrm{~d} v_{s+1} \ldots \mathrm{~d} x_{N} \mathrm{~d} v_{N} \tag{3.49}
\end{equation*}
$$

For $I_{1}$, though it contains the integral of derivative with respect to $x_{i}, 1 \leq i \leq s$, over which one does not integrate; it is not possible, however, to simply change the order of integration and differentiation to obtain a derivative of $P^{(s)}$, because the domain has boundaries $\left|x_{i}-x_{j}\right|=2 r$ depending on $x_{i}$. Consequently, recalling Leibniz's Rule

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} \int_{b(x)}^{a(x)} u(x, y) \mathrm{d} y=u(x, b(x)) b^{\prime}(x)-u(x, a(x)) a^{\prime}(x)+\int_{b(x)}^{a(x)} \frac{\partial u(x, y)}{\partial x} \mathrm{~d} y \tag{3.50}
\end{equation*}
$$

and considering the boundary term for each $x_{i}$ :

$$
\begin{align*}
& \int_{\Lambda_{s+1, \ldots, N}} v_{i} \frac{\partial P^{(N)}}{\partial x_{i}} \mathrm{~d} x_{s+1} \mathrm{~d} v_{s+1} \ldots \mathrm{~d} x_{N} \mathrm{~d} v_{N} \\
= & v_{i} \frac{\partial P^{(s)}}{\partial x_{i}}-\sum_{j=s+1}^{N} \int_{\partial \Lambda_{s+1, \ldots, N}} v_{i} \omega_{i, j} P^{(s+1)} \mathrm{d} \mathbf{r}_{\mathbf{i}, \mathbf{j}} \mathrm{d} v_{j}  \tag{3.51}\\
= & v_{i} \frac{\partial P^{(s)}}{\partial x_{i}}-(N-s)(2 r)^{2} \int_{\partial \Lambda_{s+1}} v_{i} \omega_{i, s+1} P^{(s+1)} \mathrm{d} \omega_{i, s+1} \mathrm{~d} v_{s+1}
\end{align*}
$$

where $\omega_{i, j}$ is the outer normal vector to the sphere $\left|x_{i}-x_{j}\right|=2 r$ (with center at $x_{j}$ ); $\mathrm{d} \mathbf{r}_{\mathbf{i}, \mathbf{j}}=(2 r)^{2} \mathrm{~d} \omega_{i, j}$ is the surface element on the same particle sphere; $P^{(s+1)}$ is the $(s+1)-$ particle distribution function with arguments $\left(x_{1}, v_{1}, \ldots, x_{s}, v_{s}, x_{j}, v_{j}\right), s+1 \leq j \leq N$.

Then, after summing up from $i=1$ to $s$, the $I_{1}$ can be shown that

$$
\begin{align*}
I_{1}=\sum_{i=1}^{s} v_{i} \frac{\partial P^{(s)}}{\partial x_{i}} & -(N-s)(2 r)^{2} \sum_{i=1}^{s} \int_{\partial \Lambda_{s+1}} v_{i} \cdot \omega_{i, s+1}  \tag{3.52}\\
& \times P^{(s+1)}\left(t, x_{1}, v_{1}, \ldots, x_{s}, v_{s}, x_{i}+2 r \omega_{i, s+1}, v_{s+1}\right) \mathrm{d} \omega_{i, s+1} \mathrm{~d} v_{s+1}
\end{align*}
$$

where the second term is exactly due to the integration domain depends on $x_{i}$.
For $I_{2}$, applying the Divergence Theorem via replacing $\left(x_{1}, v_{1}\right)$ by $\left(x_{i}, v_{i}\right),\left(x_{2}, v_{2}\right)$ by $\left(x_{j}, v_{j}\right)$, and $\omega$ by $\omega_{i, j}$, one has,

$$
\begin{gather*}
I_{2}=\sum_{i=s+1}^{N} \sum_{j=1}^{s}(2 r)^{2} \int_{\Lambda_{s+1, \ldots, N}} v_{i} \cdot \omega_{i, j} P^{(N)}\left(t, x_{1}, v_{1}, \ldots, x_{i-1}, v_{i-1}, x_{j}+2 r \omega_{j, i}, v_{i}, \ldots, x_{N}, v_{N}\right) \\
\\
\times \sum_{i=s+1}^{N} \sum_{j=s+1, j \neq i}^{N}(2 r)^{2} \int_{\Lambda_{s+1, j} \mathrm{~d} x_{s+1} \ldots \mathrm{~d} x_{i-1} \mathrm{~d} x_{i+1} \ldots \mathrm{~d} x_{N} \mathrm{~d} v_{s+1} \ldots \mathrm{~d} v_{N}} v_{i} \cdot \omega_{i, j} P^{(N)}\left(t, x_{1}, v_{1}, \ldots, x_{i-1}, v_{i-1}, x_{j}+2 r \omega_{j, i}, v_{i}, \ldots, x_{N}, v_{N}\right) \\
 \tag{3.53}\\
\times \mathrm{d} \omega_{i, j} \mathrm{~d} x_{s+1} \ldots \mathrm{~d} x_{i-1} \mathrm{~d} x_{i+1} \ldots \mathrm{~d} x_{N} \mathrm{~d} v_{s+1} \ldots \mathrm{~d} v_{N}
\end{gather*}
$$

where the second sum in the above equation is completely zero by the Liouville Theorem (it is actually the integral of $\sum_{i=s+1}^{N} v_{i} \frac{\partial P^{(N)}}{\partial x_{i}}$ with respect to the dynamics of the last $N-s$ particles).
Furthermore, by using the symmetry of $P^{(N)}$, the first term can be reduced to

$$
\begin{align*}
I_{2}= & (N-s)(2 r)^{2} \sum_{j=1}^{s} \int_{\partial \Lambda_{s+1} \times \Lambda_{s+2, \ldots, N}} v_{s+1} \cdot \omega_{s+1, j} \\
& \times P^{(N)}\left(t, x_{1}, v_{1}, \ldots, x_{i-1}, v_{i-1}, x_{j}+2 r \omega_{j, i}, v_{i}, \ldots, x_{N}, v_{N}\right) \mathrm{d} \omega_{s+1, j} \mathrm{~d} x_{s+2} \ldots \mathrm{~d} x_{N} \mathrm{~d} v_{s+1} \ldots \mathrm{~d} v_{N} \\
= & (N-s)(2 r)^{2} \sum_{j=1}^{s} \int_{\partial \Lambda_{s+1}} v_{s+1} \cdot \omega_{s+1, j} \\
& \times P^{(s+1)}\left(t, x_{1}, v_{1}, \ldots, x_{s}, v_{s}, x_{j}+2 r \omega_{j, s+1}, v_{s+1}\right) \mathrm{d} \omega_{s+1, j} \mathrm{~d} x_{s+1} . \tag{3.54}
\end{align*}
$$

Combining the $I_{1}$ and $I_{2}$ together, the Eq. 3.47 becomes,

$$
\begin{align*}
\frac{\partial P^{(s)}}{\partial t}+\sum_{i=1}^{s} & v_{i} \frac{\partial P^{(s)}}{\partial x_{i}}=(N-s)(2 r)^{2} \sum_{j=1}^{s} \int_{\partial \Lambda_{s+1}}\left(v_{j}-v_{s+1}\right) \cdot \omega_{s+1, j}  \tag{3.55}\\
& \times P^{(s+1)}\left(t, x_{1}, v_{1}, \ldots, x_{s}, v_{s}, x_{j}-2 r \omega_{s+1, j}, v_{s+1}\right) \mathrm{d} \omega_{s+1, j} \mathrm{~d} v_{s+1}
\end{align*}
$$

This is the so-called BBGKY hierarchy for hard-sphere model (the equation of $P^{(s)}$ depends on the $P^{(s+1)}$ ), named after Bogoliubov, Born, Green, Kirkwood, and Yvon.

The physical meaning of Eq. 3.55 is obvious: the left-hand side is a operator, generating the free motion of $s$ particle, hence, the $s$-particle distribution function evolves in time according to the $s$-particle dynamics, corrected by the effect of the interaction with the remaining $(N-s)$ particles. The effect of this interaction is described by the right-hand side of Eq. 3.55).

In particular, taking $s=1$ in Eq. 3.55, we obtain,

$$
\begin{align*}
& \frac{\partial P^{(1)}}{\partial t}+v_{1} \frac{\partial P^{(1)}}{\partial x_{1}} \\
= & (N-1)(2 r)^{2} \int_{\partial \Lambda_{2}}\left(v_{1}-v_{2}\right) \cdot \omega_{2,1} P^{(2)}\left(t, x_{1}, v_{1}, x_{1}-2 r \omega_{2,1}, v_{2}\right) \mathrm{d} \omega_{2,1} \mathrm{~d} v_{2} \\
= & (N-1)(2 r)^{2} \int_{\partial \Lambda_{2}}\left(v_{2}-v_{1}\right) \cdot \omega_{1,2} P^{(2)}\left(t, x_{1}, v_{1}, x_{1}+2 r \omega_{1,2}, v_{2}\right) \mathrm{d} \omega_{1,2} \mathrm{~d} v_{2} \\
= & (N-1)(2 r)^{2} \int_{\left(v_{2}-v_{1}\right) \cdot \omega_{1,2}>0}\left|\left(v_{2}-v_{1}\right) \cdot \omega_{1,2}\right| P^{(2)}\left(t, x_{1}, v_{1}, x_{1}+2 r \omega_{1,2}, v_{2}\right) \mathrm{d} \omega_{1,2} \mathrm{~d} v_{2} \\
& -(N-1)(2 r)^{2} \int_{\left(v_{2}-v_{1}\right) \cdot \omega_{1,2}<0}\left|\left(v_{2}-v_{1}\right) \cdot \omega_{1,2}\right| P^{(2)}\left(t, x_{1}, v_{1}, x_{1}+2 r \omega_{1,2}, v_{2}\right) \mathrm{d} \omega_{1,2} \mathrm{~d} v_{2} \tag{3.56}
\end{align*}
$$

This is the same as the Eq. (3.11) with Eq. 5.32 and Eq. 3.20 derived in the previous subsection, and the rest derivation is the same. That is, the original BBGKY hierarchy yields the Boltzmann equation.
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[^0]:    ${ }^{1} \mathrm{~N}$ : number of particles, $\kappa$ : mean free path, $\mu$ : viscosity, M: Mach number.

