MATH3290 Mathematical Modeling

Tutorial 2

19th September 2018



@ Model Fitting
@ Review

e Solving least-square problem
@ Framework

e General Case
@ Formulation
@ Example



Model Fitting
[ Jele}

Review

Introduction

Given a data set (xj, y;), where i =1,--- /m, and a type of
model function y = f(x), depending on some parameters, we
want to find the model function that best fits the data. In
general, there are 3 commonly used criteria.

1. Chebyshev criterion: find the parameters in the model
function f(x) such that the largest absolute derivation is
minimized. That is, we minimize the following quantity

max|yi_f(xi)‘> I:17>m
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2. Minimize the L' norm: find the parameters in the model
function f(x) such that the following quantity is minimized.
That is, we minimize the quantity

> Iy = f(xi).
i—1

Solving the minimization in 1. and 2. are usually difficult due to
the non-differentiability of the absolute-value function

|| : R — RT.

The good news is that these problems are so-called convex
minimization that there is a mature methodology to deal with.
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3. Least-squares method: find the parameters in f(x) such
that the following quantity (L2 norm) is minimized:

m
> lyi— ()P
i=1

It is a very popular way because the solution of this
problem can be easily obtained by calculus methods.
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Assumption

Assume that the model function is y = f(x; py,--- , px), where
p1,- -+, px are the model parameters. We consider the
least-square problem: find the parameters pj, - - - , px such that

(py, -+ ,pg) = argmin Z!y, f(xiip1, -+ 7pk)|2'
p,eR1<l<k

In this tutorial, we introduce an equivalent way to solve this
problem, provided that f is a linear function with respect to the
parameters.
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Given the data set (x;, y;) with i = 1,--- ,m and assume that
f(x; p1,P2) = p1x + p2. We define S(p, p2) as follows:

m

S(p1,p2) =D _(vi — (p1xi + p2))?.

i=1

Using the calculus method stated in lecture notes, to solve the
parameters p; and p», we need to solve the following linear
system:

(Zm:Xiz)MJr(ZXi)Pz = IZEX/Y/',
(ZX1>P1+mP2 = Ii:y/'-
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Write it into matrix form and we obtain

< Yl Xt X > ( ps ) _ ( Z,’Lx,-y,)
STx m p2 Xy )

If we denote

-

_ (X1 - Xm _ [ Pt _ .
A_<1 1), p_<p2> and b= : ,
the system above is equivalent to

ATAp=ATb.

It is the so-called normal equation. Hence, p can be obtained
by solving the normal equation.
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Given the data set (x;, y;) with i = 1,--- ;m and assume that
f(x; p1, P2, p3) = P1X° + p2x + ps. We define S(ps, p2, p3) as
follows:
m

S(p1.p2.Ps) = > (Vi — (P1XF + p2X; + p3))2.

i=1

To solve the parameters p1, po and p3, we need to solve the
following linear system:

Zinm; X/: 2%1 X/Z 2%1 Xi2 P1 2%1 X2Y;
21;1 X,é Zi;1 X; 2/#1 X{J P2 | = Z/ﬁ Xiyi |-
Do XP o it X Doimq X Ps3 dimt Vi
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If we denote

X2 oox2\ T P iz
A= x4 -+ Xnm , p=1| p2 |, andb= : ,

then the above linear system is equivalent to
ATAp=ATb.

We obtain the normal equation again.
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Assumptions

In general, assume the model function is linear with respect to
the parameters, that is

k
f(X; p1a' o 7pk) = Zp/gj(x)v
j=1

where gj(x) is a function of x (e.g. g;(x) = x/). Given a data set
{(Xi, ¥i)}1<i<m- In order to solve those parameters, perform the
following steps:
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@ Define matrix A, vectors P and b as follows:

gi(x1) g2(x1) - gk(xq)
a- | 90 @0e) - gix)
g1(xm) Ge(Xm) -+ Gk(Xm) / .k
Pi Yi
p= p,2 and b= y_2
Pk /' kx1 Ym /) mxi

@ Write down the normal equation
ATAp=ATb.

and solve it to obtain py, - -, pk.
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Remark

@ The relation Ap = b means that all the points (x;, y;) in data
set satisfy the model function f. In general, this may not be
possible and it has no solution sometimes.

@ Forinstance, if f(x; p1, p2) = p1x + p2 and the data are
(X1, Y1), (X2, ¥2) and (xs, y3). Then, the following holds:

piX1 +p2 = Y1
Ap=b = ( p1XatpP2 = )2
PiX3+p2 = V3.

Next, one may multiply both sides by A’ to have the
normal equation and this is always solvable and as AT A
is symmetric and non-negative definite.

@ For some non-linear model functions (e.g. y = Ce#), one
needs some linearization techniques before using the
normal-equation approach.
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Practice Problem

Given a data set {(x;, y;)}¥ ,, where N = 100. Find a parabola

f(X; Po, P1, P2) := Po + P1X + Pax°

such that the mean square error is minimized. One may use
MATLAB to solve the problem by writing down the normal
equation.
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Practice Problem (Cont.)

clear;
load LSdata.mat;
pnum = 3;

N = size(x,1);

A = zeros(N,pnum);

for i=(pnum—1):—1:0
A(:,pnum—i) = x."i;

b=y;
p = (A'*A)\(A'xy);
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We obtain py = 2.2348, p; = —0.7486 and p, = 3.1478.

Figure: The parabola and the data.
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Plot parabola

X_a = —3:0.01:3;

Y_a = p(1)*xX_a.”2 + p(2)*xX_a + p(3);
h = figure(l);

hold on;

scatter(x,y);

plot(X_a,Y_a);
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