MATH3230A Numerical Analysis

Tutorial 7 with solution

Recall:

. Vandermonde interpolation:
Suppose we are given n + 1 observation data:

fO = f(xO)afl = f(m1)7"'afn+l = f(xn)
where z; # x; for all i # j. We determine a polynomial p(z) of degree < n such that
p(zi):fi, iZO,l,...,n

Suppose p(x) = ap + a1z + agx? + ... a2, we have

1z xg ety Jo
12 af - af ai f1

= (1)
1z, 22 - 2" Qn, fn

where the coeflicient matrix is called a Vandermonde matrix. Uniqueness of the polynomial p(x) is guaranteed.
But solving for the coefficients «; is computationally expensive and it may be very ill-conditioned (large
condition number).

. Lagrange interpolation:
Consider the following basis functions:

l(z) _ (517 — SCO)(I — Il) S (:c — mj_l)(m — gjj_H) . (I _ xn)
’ (= @o)(xj —m1) -+ (35 — @j-1)(%j — Tj41) -~ (35 — ¥n)

(2)

for j =0,1,--- ,n. Note that I;(x;) =1 and /;(z;) = 0 for all i # j. Then the following polynomial of degree
<n

will satisfy L(z;) = f; for alli=0,1,--- ,n.
. Newton form of interpolation:

Suppose a = xg < 11 < -+ < Tp_1 < T, = b. Then we define the Divided difference as follows:
The zeroth-order divided difference of f(z) is

flwol = f(xo),  flea] = f(a1), -+, flan] = f(an)
The first order divided difference of f(z) is

f[xO,m]:M, f[a:l,:@]:M, e

T1 — Zo T2 — I1



and similar we have the k-th order divided difference of f(x)

f[-rl Loy ilfk]*f[xo L1, Tk—1
f[$0ax17"'7xk]: : : : Th — To : : ) )

The Newton form of interpolation of f(z) is
p(x) = flxo] + flwo, 21](x — @0) + -+ + flwo, 21, -, @al(@ — o) (x — 21) -+ (& — Tp—1)

4. Error estimates of polynomial interpolations:
Suppose f € C""1[a,b] and p(z) is the polynomial interpolation of f(z) at the n + 1 distinct points:

a=x0<T1 < < Tp_1<x,=0>
then for any = € [a, ], there exists a point {, € (a,b) such that

Fr I (G)

CE] (z—zo)(x—21) (T — xp)

f(z) —p(z) =

2 Exercises:
Please submit solutions of problems with star(*) before 6:30PM on Wednesday and finish the rest by yourself.

1. * Let f be a function defined on [a, b]. Consider the following n + 1 observation data:

:L'O 1 cee Tn

fO fl ca fn

where g = a, , = b, x; # x; for all i # j and f; = f(z;), 1 =0,1,---n.

a) Prove the existence and uniqueness of the polynomial interpolation p,(x) for the given data (3).

(a)
(b) Write down the basis functions {/;(z)}?”, of Lagrange interpolation for the given data (3)
(c) Show that the basis functions {l;(z)}? , stated in (b) are linearly independent.

)

(d) Show that

(e) Write down the basis function of Newton’s interpolation for the given data (3).

(f) Given the data (3), we define the divided difference recursively as follows:

flza, xk] — flzo, .., Tp—1]
T — X0

flzi] = flxs),  flro,z1, ..., 2] :=
i. Let ig,%1,...,7, be a rearrangement of the integers 0,1, ...,n. Show that

flTio, iys ooy @i, ] = flT0,21,5 0, ).

ii. Assume z # x;, for 0 <i < n,

n

fLT,:L‘J

i=0 H?ZO,j;éi(:L‘i - x]) '

f[m(]v "'axnvx] =

Solution. (a) Asx; are distinct point, the lagrange basis functions are well-defined. Therefore, the polynomial
interpolation exists. Let p; and ps be two polynomial interpolation, and set ¢(x) = p1(z) — p2(x). It is
easy to see that g(x;) = 0 for all 0 < i < n. So ¢ is a polynomial with degree < n vanish at n+ 1 distinct
point and thus ¢ = 0, using the fundamental theorem of algebra.



(b) Basis function for Lagrange polynomials interpolation:

r — Ty .
n 4 =12, n.
JF#i ) <y 9
Ti— X

(c) Let {a;}, a coefficients such that

Taking x = x; in the equation above yields
n
o = azlz(xz) = Z aili(x) = 0,
i=1

in view of the identity l;(z;) = ;5.

(d) For any 1, ...,x,, the data are perfectly interpolated by the zeroth-order polynomial P(x) = f(x) = 1.
Since the interpolation polynomial is unique, we have

1=P(z) = ZLk(x)
k=1

for any x.

(e) Basis function for the Newton’s polynomials interpolation:
L,z —xo, (x —x0)(x — @), - I (x — ;).

(f) i. Let f. and fgq be two polynomials, such that f. interpolates f at xg, 1, ..., 2, and fy interpolates f
at T, Tiy, .., Ty,

n

fe = cotea(x—ax0)+ ... +enlr—x0)(x—x1) (T — 2p_1)
fa = do+di(x—xi) + ... +dnlx —xi)(x — 24y (T — 24, _,),

We can rewrite the polynomials above as

fe = cpa™+ ..
fa = dpx"+ ...

Since f. and f; were defined to be in the form of Newton’s polynomials, we know that ¢, and d,
are nth divided differences, ¢, = flzo,z1,...,2n] and d,, = flzsy, ..., x;,]. We also know that the
polynomial interpolating the same nodes is unique. Thus the result follows.

ii. Let wypq1 = [[;—o(x — 2;), we have

() = - Wit ()
ZZ:; li() Z:; CEFATANEN
1

I
I
NE

Wn+1(T) — (z — xi)wy 4 (T5)
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We also have

@ )
f[ [SEIEES) ny ] Wn+1(x)
o« wn+1(x) T
pTL(x) - Zi:o (I - xz)W;H_l(:Cz)f( ’L)



Then we have

flzo, s T, 2]

2. * Consider the data

_ f@) —pal2)
Wn-&-l(x)
_ f(x) . pn(x)
Wni1(r)  wpyi(x)
I ()N f(zi)
 wppa (@) ;(x—xi)wﬁlﬂ(xi)

v f(@)
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(a) What are the Vandermonde interpolation polynomial, Langrange interpolation polynomial and Newton

interpolation for these data?
(b) When we add one point to the data,

What is the Newton interpolation now?

(¢) Compute the Newton interpolation of the following data

Solution.

(a)

z |1] 3102
fl) |3 %3] 3
T 0 1 2 3
flx) | 0|-5/2]-2]|27/2

1

1

p(z) =3 — o+ —a?

3
3
2

3

—3+;(I1)+§($1)(

Evaluate the minimum of f(z) over [0, 3] based on the result above.

P

)
2



-2.5 0.5 15.5
(c) Therefore
1.5 7.5
2
p(z) = —-25zx4+15zx(x—1)+2z(x—1)(z—2)
22° — 4.5z

And
p'(x) = 62% — 9z
whose solutions are # = 0 and # = 1.5. Comparing the three values p(0) = 0, p(1.5) = —2 and p(3) = &,
we know that the approximate minimum value of f(z) is —2.
|

(a) Write three drawbacks for using Vandermonde interpolation.

(b) Consider the matrix

1 xp a3 g
1z 22 ]
A =
2 n
1 =z, =z Ty,

In this question, we try to prove the Vandermonde formula :

det(A) = [ [ (zi — )

i>j

i. Show that it is true when n = 1.

ii. Conisder
1 =z x% z{
1 = x? ]

f(t)y=det A=

T R Ty
1t t2 tn

Show that
f&)=k(t—x0) - (t —xp-1)

for some k and hence prove the Vandermonde formula.

Solution. (a) Finding inverse of matrix requires lots of calculation.
The matrix is ill-posed

Adding new data has to solve the linear system from the beginning.



0
(b) i Ifn=1 A= , then det(A4) = X1 — Xo. So n =1 is true.

ii. Consider

1 =z x3 g

1 = x? ik
f(t) =detA =

1 zpoq ahy Thoq

1t t2 "

Note that we can represent f(t) as

where D; are determinants of n xn matrices that contain no factor of t. Since D,, is the Vandermonde
determinant of the n x n matrix with coefficients zo through x,_1, we have f(t) an n'" degree
polynomial with leading coefficients

k= 1] @i—a)

n>i>j

Moreover, if t = zg, then f(t) = f(zo) = 0 and similar results can be obtained if ¢t = z;, @ =
1,2,...,n — 1. That is
f(xo) = f(z1) = ... = f(@n-1)

Since the n values x;, for 0 < i < n are all distinct, and f(t) is an n*" degree polynomial, we have
f(t) =kt —xo) - (t —xn-1)

If we put t = x,,, we will have the Vandermonde formula. By the principle of M.I., we have proved
the Vandermonde formula.

O
4. Let xg, 1, ..., x, be distinct points and /;(x) be the Lagrange basis functions, prove the follow equality
Z(azj —2)* () =0, k=1,2,...,n
j=0
Solution. Note that for any polynomial p,(z) of degree < n, we have the
an(mi)li(x) = pn(2)
i=0
Note that (x; — z)* can also be written as a combination of p,(x). The result follows. O



