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Framework of PCA

Given a set of data points x1, · · · , xn ∈ Rd , define the d × d
matrix:

Q =
1
n

n∑
j=1

x̃j x̃T
j , x̃j = xj −m

Compute the eigenvectors uk and eigenvalues λk , where
k = 1, · · · ,d and m = 1

n
∑n

j=1 xj is the mean. Assume that
λ1 ≥ λ2 ≥ · · · ≥ λd , and the corresponding eigenvectors are
u1,u2, · · · ,ud .
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Framework of PCA

Choose k principal directions u1, · · · ,uk .
Compute the projection of x̃j to these eigenvectors, where
j = 1, · · · ,n, that is

cjs := x̃T
j us, s = 1, · · · , k .

Stroage is n × k + d × k + d .
Recover the data using

x̂j =
k∑

s=1

cjsus + m, j = 1, · · · ,n

Compute the relative error ei as follow:

ei =
‖xj − x̂j‖
‖xj‖

, j = 1, · · · ,n.
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Example of PCA

Consider the 10 images of dimension 61× 80. We want to
complete the MATLAB file Q2.m. First 9 images are stored in
the matrix X .
(a) Perform PCA on X .
(b) Find the four largest eigenvalues and show the

corresponding eigenvectors (reshape it into the
dimensions of the original image).

(c) Compute the relative error for data compression using only
the eigenvectors in (a).
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Details of Implementation

(a) Read the raw data and form the matrix X . To obtain Q, we
need to calculate the mean vector m and subtract it from X .

Figure: Read data and forming Q.
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Details of Implementation

(b) Since the build-in function eig has already sorted the
eigenvalues, we take the last four largest entries from
vector L. Also, we plot the corresponding eigenvectors as
images. Those eigenvalues are:

λ1 = 108.2336, λ2 = 69.1148,

λ3 = 23.6661 and λ4 = 9.5920.

Figure: Choose principal directions.
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Details of Implementation
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Figure: Corresponding eigenvectors.
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Details of Implementation

(c) We calculate the projection of X_tilde, that is the matrix of
coefficients C. Also, recover the data and denote it as
X_appro. Then, we compuate the relative error.

Figure: Obtain projection and error.
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Problem setting

We use a data set, which is different to the one in Q3.m, as
follow:

−15 −10 −5 0 5 10 15 20 25 30
−10

−5

0

5

10

15

20

25

Figure: Data set.
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Implementation

Following the instructions in Q3.m and Lecture notes P.39-40,
we can complete the code as follow:

Figure: Sample code of clustering.
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Implementation

Finally, the result of clustering is as follow. Centers of clusters
are:

c1 = (14.7159,11.9511),

c2 = (−0.5844,3.9448),

c3 = (5.1142,12.6889).
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Figure: Data set.
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