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Finite Element Approximation for Reissener-Mindlin Plates
Zhong-Ci Shi

Institute of Computational Mathematics, Chinese Academy of Sciences

The Reissner-Mindlin plate model is one of the most commonly used models of a moderate-
thick to thin elastic plate. However, a direct finite element approximation usually yields very poor
results, which is referred to LOCKING phenomenon. In the past two decades, many efforts have
been devoted to the design of locking free finite elements to resolve this model, most of these work
focus on triangular or rectangular elements, the latter may be extended to parallelograms, but very
few on quadrilaterals. In this talk we will give an overview of the recent development of low order
quadrilateral elements and present some new results.

The Inverse Eigenvalue Problems for Jacobi matrices
Erxiong Jiang
Department of Mathematics, Shanghai University, Shanghai

The inverse eigenvalue problems for Jacobi matrices are very interesting subject both in theory
and practice.This report introduce six typical inverse eigenvalue problems for Jacobi matrices. They
are problem ILILIITIV problem (K) and periodic problem.

Eigenvalues of Nonnegative Tensors
Liqun Qi
Department of Applied Mathematics The Hong Kong Polytechnic University

The eigenvalue problem of nonnegative tensors has applications in multi-linear pagerank, spec-
tral hypergraph theory and higher-order Markov chains, etc. The eigenvalue problem of general or
symmetric tensors is in general NP-hard. On the other hand, recently, it was discovered that the
largest eigenvalue problem of a nonnegative tensor has linearly convergent algorithms. This research
topic attracted much attention. In the world, now there are at least ten research teams at USA,
France, Italy, Australia, Mainland China and Hong Kong, working on this topic. On December 24,
2010, a Workshop on Eigenvalues of Nonnegative Tensors was held at PolyU. We now review the
progress on this topic.

Multigrid Preconditioned Newton-Krylov Method for Solving the 2-D 3-T Energy
Equations on Deforming Meshes
Heng-Bin An
Institute of Applied Physics and Computational Mathematics

The 2-D 3-T energy equations is a kind of strongly nonlinear systems that is used to describe the
energy diffusion and exchanging between electron and photon or ion. In multiphysics simulations,
the energy diffusion and exchanging process is coupled with some other physical processes. Conse-
quently, the 3-T energy equations should be discretized on the deforming meshes which is moved
with dynamics. Because the energy diffusion and swapping coefficients are strongly nonlinear de-
pendent on the temperature, and some physical parameters are discontinuous across the materials
interfaces, it is a challenge to solve the discretized nonlinear algebraic equations in multiple physics
applications. In this report, a Newton-Krylov method is used to solve the discretized 3-T energy
equations, and four kinds of preconditioners are constructed, and an algebraic multigrid method is
used to solve the preconditioning system.



Nonnegative Inverse Eigenvalue Problems with Partial Eigendata
Zheng-Jian Bai, Stefano Serra-Capizzano, and Zhi Zhao
Xiamen University

In this paper, we consider the inverse problem of constructing an n-by-n real nonnegative matrix
A from prescribed partial eigendata. We reformulate the inverse problem as a monotone comple-
mentarity problem and then propose a nonsmooth Newton-type method for solving the nonsmooth
equation related to the monotone complementarity problem. Under some very mild assumptions,
we show that our method has simultaneously a global and quadratic convergence. We also spe-
cialize our method to the symmetric nonnegative inverse problem, and to the cases of a prescribed
lower bound and of prescribed entries. Numerical tests demonstrate the efficiency of the proposed
method and support our theoretical findings.

*** The research of the first author was partially supported by the Natural Science Foundation
of Fujian Province of China for Distinguished Young Scholars (No. 2010J06002) and Internation-
alization Grant of U. Insubria 2008, 2009.

l; — 1, Nonconvex Minimization Theory and Applications
Xiaojun Chen
The Hong Kong Polytechnic University

The I3 — I, minimization is nonsmooth and nonconvex in which the objective function is the
sum of a data-fitting term in /o norm and a regularization term in I, norm (0 < p < 1). In [1], we
establish lower bounds for the absolute value of nonzero entries in every local optimal solution of
the model, which can be used to identify zero entries precisely in any numerical solution. Therefore,
we have developed a lower bound theorem to classify zero and nonzero entries in its every local
solution. These lower bounds clearly show the relationship between the sparsity of the solution and
the choice of the regularization parameter and norm.

Extensive numerical experiments have shown that the iteratively reweighted [; minimization
algorithm (IRL1) is a very efficient method for solving ly —{,, minimization. However no convergence
results have been given for the IRL1. In [3] we first give a global convergence theorem of the IRL1.
We prove that any sequence generated by the IRL1 converges to a stationary point of the ly — 1,
minimization problem. Moreover, the stationary point is a global minimizer in certain domain and
the convergence rate is approximately linear under certain conditions.

In [4], we study ly — [, minimization with box constraints for image restoration. We present a
positive constant # and show that the difference between each pixel and its four adjacent neighbors
is either 0 or larger than # in the recovered image. Our theoretical results show that the solution
of this imaging restoration problem is composed of constant regions surrounded by closed contours
and neat edges. Numerical examples are presented to validate the theoretical results and show that
the proposed model can recover image restoration results very well.

References

1. X.Chen, F. Xu and Y. Ye, Lower bound theory of nonzero entries in solutions of Iy — I,
minimization, SIAM J. Scientific Computing, 32(2010), 2832-2852.

2. X. Chen and W. Zhou, Smoothing nonlinear conjugate gradient method for image restoration
using nonsmooth nonconvex minimization, STAM J. Imaging Sciences, 3(2010), 765-790.

3. X. Chen and W. Zhou, Convergence of reweighted /; minimization algorithms and unique
solution of truncated [, minimization, April, 2010.

4. X. Chen, M. Ng and C. Zhang, Nonconvex [,-regularization and box constrained model for
image restoration, December 2010.



Generalized Orthogonal LDA for Data Dimensionality Reduction On Unsampled
Problems
Delin Chu
National University of Singapore

Dimensionality reduction has become an ubiquitous preprocessing step in many applications.
Linear discriminant analysis (LDA) has been known to be one of the most optimal dimensionality
reduction methods for classification. However, a main disadvantage of LDA is that the so-called
“total scatter matrix” must be nonsingular. But, in many applications, the scatter matrices can be
singular since the data points are from a very high-dimensional space and thus usually the number
of the data samples is smaller than the data dimension. This is known as the undersampled prob-
lem. Many generalized LDA methods have been proposed in the past to overcome this singularity
problem. There is a commonality for these generalized LDA methods, that is, they compute the
optimal linear transformations by computing some eigen-decompositions and involving some matrix
inversions. However, the eigen-decomposition is computationally expensive, and the involvement
of matrix inverses may lead to that the methods are not numerically stable if the associated ma-
trices are ill-conditioned. Hence, many existing LDA methods have high computational cost and
potentially numerical instability problems.

In this talk we introduce a new orthogonal LDA method (OLDA) on the undersampled problem.
The main features of the new OLDA method include: (i) the optimal transformation matrix is
obtained easily by only orthogonal transformations without computing any eigen-decomposition and
matrix inverse, and consequently, the new OLDA method is inverse-free and numerically reliable;
(ii) the new OLDA method is implemented by using several QR factorizations and is a fast one.
The effectiveness of new method is illustrated by some real-world data sets.

On Two-grid Discretization Schemes for Eigenvalue Problem
Weiguo Gao
Fudan University

Multigrid methods have been used to solve eigenvalue problems with kinetic and potential terms
from physical sciences. In this talk, we compare different schemes for two-grid eigenvalue problem
from numerical linear algebra viewpoint. More precisely, we first explain why the interpolation of
coarse grid solution is not a good guess on fine grids in general. Then we utilize the simple local
recovery technique on small region, which solves a set of local Poisson problems on fine grids. With
this scheme, solving a problem on fine grids is reduced to solving a coarse eigenvalue problem plus
solving a set of local fine grid linear systems. It is proved theoretically that optimal precision will
be obtained for free particle problem. Although it is cheap to perform, unfortunately, we verify
that local recovery does not give very accurate solution for the problems with general potential
term unless the region is big enough. Instead we show that solving a shift-invert linear system
always achieves optimal precision. Moreover, an inexact scheme can be developed to reduce the
computational cost.

Model Reduction of Large-Scale Dynamical Systems Via Equality Constrained Least
Squares
Yu’e An and Chuanging Gu
Dept. of Math. Shanghai Univ., Shanghai, 200444, China

In this paper, we present a new model reduction method of large scale dynamical systems, which
belongs to SVD-Krylov based method. It is a two-sided projection where one side reflects the Krylov
part, and the other side reflects the SVD(observability gramian) part. The reduced model matches
the first r + ¢ Markov parameters of the full order model, where r is the order of reduced system,
and 4 is a nonnegative integer such that 1 < i < r. The reduced system minimizes a weighted 73
error. By the definition of shift operator, the proposed approximation is also obtained by solving



an equality constrained least squares problem. Moreover, the method is generalized for moment
matching at arbitrary interpolation points. Several numerical examples verify the effectiveness of
the approach.

Key words: Model reduction; Equality constrained least squares; Shift operator; Hankel ma-
trix; Interpolation
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Block-Triangular Preconditioners for Systems Arising from Edge-preserving Image
Restoration
Yumei Huang
Lanzhou University

Signal and image restoration problems are often solved by minimizing a cost function con-
sisting of an ¢y data-fidelity term and a regularization term. We consider a class of convex and
edge-preserving regularization functions. In specific, half-quadratic regularization as a fixed point
iteration method is usually employed to solve this problem. The main aim of this paper is to solve
the above-described signal and image restoration problems with the half-quadratic regularization
technique by making use of the Newton method. At each iteration of the Newton method, the New-
ton equation is a structured system of linear equations of a symmetric positive definite coefficient
matrix, and may be efficiently solved by the preconditioned conjugate gradient method accelerated
with the modified block SSOR. preconditioner. Our experimental results show that this approach
is more feasible and effective than the half-quadratic regularization approach.

Some Residual Bounds for Approximate Eigenvalues and Approximate Eigenspaces
Wen Li and Xiaoshan Chen
School of Mathematical Sciences, South China Normal University, Guangzhou, 510631

In this talk we discuss approximate eigenvalues and approximate eigenspaces for the generalized
Rayleigh quotient, and present some residual bounds. Our bounds will improve the corresponding
ones.

A Residual Correction Scheme for Linear Systems with Band Plus Near Low Rank
Coefficient Matrix
Fu-Rong Lin
Department of Mathematics, Shantou University, Shantou, Guangdong 515063
Many problems in mathematics and engineering lead to linear systems with coefficient matrix

of the form
A=B+1L,



where B is a band matrix or other structured matrix, and L can be approximated accurately by
certain low rank matrices. In this talk, we first present a residual correction scheme for the linear
system (B4 L)x = b. We then apply the residual correction scheme to several problems, including
one-dimensional and two-dimensional integral equations of the second kind with smooth kernel
functions, and a partial integro-differential equation from option pricing. Numerical results are
shown to illustrate the efficient of the scheme.

The Nonlinear Matrix Equation X + X' X '4 = Q and Its Applications in Nano
Research
Wenwei Lin
National Taiwan University

The matrix equation X + AT X1 A = @ arises in Green’s function calculations in nano research,
where A is a real square matrix and @ is a real symmetric matrix dependent on a parameter and is
usually indefinite. In practice one is mainly interested in those values of the parameter for which the
matrix equation has no stabilizing solutions. The solution of interest in this case is a special weakly
stabilizing complex symmetric solution X, which is the limit of the unique stabilizing solution X,
of the perturbed equation X + AT X 'A = Q +inl, as n — 0F. It has been shown that a doubling
algorithm can be used to compute X, efficiently even for very small values of 7, thus providing
good approximations to X,. It has been observed by nano scientists that a modified fixed-point
method can sometimes be quite useful, particularly for computing X, for many different values of
the parameter. We provide a rigorous analysis of this modified fixed-point method and its variant,
and of their generalizations. We also show that the imaginary part X; of the matrix X, is positive
semi-definite and determine the rank of X; in terms of the number of unimodular eigenvalues of
the quadratic pencil A>AT —AQ + A. Finally we present a new structure-preserving algorithm that
is applied directly on the equation X + AT X~'A = Q. In doing so, we work with real arithmetic
most of the time.
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A Projection Method and Kronecker Product Preconditioner for Solving Sylvester
Tensor Equations
Linzhang Lu and Zhen Chen
School of Mathematics Sciences, Xiamen University, Xiamen 361005, P. R. China
School of Mathematics and Computer Science, Guizhou Normal University, Guiyang 550001, P. R.
China

In this talk, we consider the preconditioned iterative solvers for Sylvester tensor equation
Xxy AY L X x5 A® 4 4 X xy AN =D,

where known matrices A € RIn*In(n =1, 2, --- | N), tensor D € RI*12XxIn "and unknown
tensor X € RIxxT2xxIn,

By fully exploiting the structure of the tensor equation, we propose a tensor format projection
method, which needs less flops and storage than the standard projection method. The structure of



the coefficient matrices of Sylvester tensor equation is used to design the nearest Kronecker product
(NKP) preconditioner, which is easy to construct and is able to accelerate the convergence of the
iterative solver. Numerical experiments are presented to show good performance of the approaches.

Keywords: Sylvester tensor equation; Schur decomposition; projection method; nearest Kronecker
product (NKP); preconditioning

Applications of Linearization of Rational Eigenvalue Problems
Yangfeng Su
School of Mathematical Sciences, Fudan University
yfsu@fudan.edu.cn

Linearizations technique proposed recently by us are applied to solve rational egenvalue prob-
lems from several applications, including eigenvibration analysis of a string with a load of mass
attached by an elastic spring, mechanical vibrations of fluid-solid structures, electronic band struc-
ture calculation for photonic crystal, dissipative acoustic problem, and electro-magnetic wave in
waveguide-loaded cavity. These applications show that the linearization technique is very efficient
for practical problems.

This is a joint work with Zhaojun Bai from University of California at Davis, and Xin Huang
from Fudan University.

On the Stability of an Oscillation-free ADI method in Laser Beam Propagation
Computations
Hai-wei Sun
Department of Mathematics, University of Macau, Macao, China

In this paper, we study the highly oscillatory paraxial Helmholtz equations in laser optics ap-
plications. Since the wave number involved can be extremely large in optical applications, the
complex envelope is highly oscillatory. Consequently, higher efficiencies in solution computations
for the above equation are difficult to achieve as mesh steps cannot be unrealistically small. Al-
though for the spectrum, Gaussian beam methods and integral transformations may possess certain
advantages in the situation, the main challenge pertains in balancing the algorithmic simplicity and
accuracy. This motivates a recent study of the eikonal transformation based numerical methods
which can change the higher oscillatory equation to be real and non-oscillatory even when the wave
number is extremely large. In this paper, we consider to employ an oscillation-free alternative-
direction-implicit (ADI) finite difference method for solving the resulting equation. The mesh steps
anticipated for solving them need not to be particularly small. This ADI method is shown to be
asymptotically stable when wave numbers anticipated are large. This is a joint work with Qin
Sheng who is from Baylor University.

Finite Difference Methods for Solving Crack Problems
Li Wang
Nanjing Normal University

Finite difference schemes based on asymptotic analysis and the augmented immersed interface
method are proposed for potential problems with an inclusion whose characteristic width is much
smaller than the characteristic length in one and two dimensions. We call such a problem as a crack
problem for simplicity. In the proposed method, The jump conditions for the crack problems are
derived. The coefficient matrix of the finite difference equations is still an M-matrix. Numerical
experiments are presented.



Convergence of General Nonstationary Iterative Methods for Solving Singular
Linear Equations
Yimin Wei
School of Mathematical Sciences, Fudan University, Shanghai 200433

In this talk, we analyze the convergence of the general nonstationary iterative methods for
solving consistent singular linear equations (in particular, singular Hermitian positive semidefinite
linear systems), and we discuss relations of general stationary results and ours.We utilize the quo-
tient convergence to prove the convergence of the two-stage iterative algorithms for solving the
consistent singular Hermitian positive semidefinite linear equations.

A Proximal Point Algorithm for Log-determinant Optimization with Group Lasso
Regularization
Junfeng Yang
Nanjing University

We propose a practical proximal point algorithm for solving large scale log-determinant opti-
mization problem with group Lasso regularization and linear equality constraints. At each iteration,
as it is difficult to update the primal variables directly, we solve the dual problem by a Newton-
CG method, and update the primal variables by an explicit formula based on the computed dual
variables. Theoretically, we show that the generalized Jacobian matrix of the nonlinear systems is
definite provided that the constraint nondegeneracy conditions hold for the primal problem. We
present numerical results to demonstrate that the proposed algorithm is efficient, especially when
high accuracy is required.

Restarted Full Orthogonalization Method with Deflation Technique for Shifted
Linear Systems
Junfeng Yin
Tongji University

In this paper, we study shifted restated full orthogonalization method with deflation for simul-
taneously solving a number of shifted systems of linear equations. Theoretical analysis shows that
if the residuals of all shifted systems of linear equations are collinear with each other, the new
residuals are still collinear by applying the deflation technique. Hence, our approach can solve the
shifted systems simultaneously based on the same Krylov subspace. Numerical experiments show
that the deflation technique can improve the convergence performance of shifted restarted FOM.

Hybrid Divide-and-Conquer Methods for Solving Polynomial Systems
Bo Yu
School of Mathematical Sciences, Dalian University of Technology,

In this talk, a brief introduction of some hybrid divide-and-conquer methods for solving poly-
nomial systems will be given. At first, for polynomial systems difrived from mixed trigonometric
polynomial systems, a hybrid homotopy and its improved symmetric version will be introduced,
and the sketch of a hybrid divide-and-conquer method for this special class of polynomial systems
will be formulated. Then, a framework of a general-purpose hybrid divide-and-conquer method for
solving deficient polynomial systems will be given. Some numerical results will also be given to
show the efficiency of the proposed algorithm.



Linearized Alternating Direction Method for Constrained Linear Least-squares
Problem
Xiaoming Yuan
Department of Mathematics, Hong Kong Baptist University

In this paper, we apply the alternating direction method (ADM) to solve a constrained linear
least-squares problem where the objective function is a sum of two least-squares terms and the
constraints are box constraints. Using ADM, we decompose the original problem into two easier
least-squares subproblems at each iteration. To speed up the inner iteration, we linearize the
subproblems whenever their closed-form solutions do not exist. We prove the convergence of the
resulting algorithm and apply it to solve some image deblurring problems. We show the efficiency
of our algorithm by comparing it with Newton-type methods.

An Arnoldi(M,W,G) Method for Generalized Eigenvalue Problems
T. Yamashita*, T. Miyata*, T. Sogabe' and S.-L. Zhang*
* Nagoya University, Japan
t Aichi Prefectural University, Japan

The Arnoldi method was proposed to compute a few eigenpairs of large-scale generalized eigen-
value problems. For the iterative computation of eigenpairs, this method generates the basis of a
subspace by solving linear systems. This leads to considerable computation time for the large-scale
problems. In this talk, to reduce the computation time, we propose an Arnoldi(M,W,G) method
based on the Arnoldi method.

Successively Alternate Least Square for Low-rank Matrix Factorization with
Bounded Missing Data
Keke Zhao and Zheyue Zhang
Zhejian University

The problem of low-rank matrix factorization with missing data has attracted many significant
attention in the fields related to computer vision. The previous model mainly minimizes the total
errors of the recovered low-rank matrix on observed entries. It may produce an optimal solution
with less physical meaning. This paper gives a theoretical analysis of the sensitivities of the original
model and proposes a modified constrained model and iterative methods for solving the constrained
problem. We show that solutions of original model can be arbitrarily far from each others. Two
kinds of sufficient conditions of this catastrophic phenomenon are given. In general case, we also
give a low bound of error between an e-optimal solution that is practically obtained in computation
and a theoretically optimal solution. A constrained model on missing entries is considered for
this missing data problem. We propose a two-step projection method for solving the constrained
problem. We also modify the method by a successive alternate technique. The proposed algorithm,
named as SALS, is easy to implement, as well as converges very fast even for a large matrix.
Numerical experiments on simulation data and real examples are given to illuminate the algorithm
behaviors of SALS.



RN T 7 478 22

Regularized Least-squares Approximations on the Sphere Using Spherical Designs
Congpei An*, Xiaojun Chen*, Tan H. Sloant, and Robert S. Womersley'
*Department of Applied Mathematics, The Hong Kong Polytechnic University.

t School of Mathematics and Statistics, University of New South Wales, Sydney NSW 2052,
Australia.

E-mail addresses: andbach@163.com (C. An), maxjchen@polyu.edu.hk (X. Chen),

i.sloan@Qunsw.edu.au (I. H. Sloan), r.womersley@unsw.edu.au (R.S. Womersley)

We consider polynomial approximation on the unit sphere S? = {(z,y,2) € R? : 22 +9?+2% = 1}
by a class of regularized discrete least squares methods, with novel choices for the regularizing oper-
ator and the point sets of the discretisation. We allow different kinds of rotationally invariant reg-
ularization operators, including the zero operator (in which case the approximations includes inter-
polation, quasi-interpolation and hyperinterpolation [3]); powers of the negative Laplace-Beltrami
operator (which can be suitable when there are data errors); and regularizers that yield filtered
polynomial approximations, which (even for exact data) exhibit improved uniform approximation
compared to the unregularized case. As node sets we use spherical t-designs [1], which are point
sets on the sphere which when used as equal-weight quadrature rules integrate all spherical poly-
nomials up to degree t exactly. For an approximating polynomial of degree L and t > 2L there is
no linear algebra problem to be solved, and the approximation in some cases recovers known poly-
nomial approximation schemes, including interpolation, generalized hyperinterpolation and filtered
hyperinterpolation [3]. For ¢ € [L,2L), where the linear system needs to be solved numerically, we
define well conditioned spherical ¢-designs by minimizing the condition number of the sum of the
Gram matrix and regularization matrix over the set of spherical t-designs. Moreover, we propose
an efficient preconditioning method [4] to solve the discrete least squares problems. Finally, we
give numerical examples to illustrate the theoretical results, and show that well chosen regularizers
and well conditioned spherical ¢-designs can provide good polynomial approximation on the sphere,
with or without the presence of data errors.

Reference

[1]. C. AN, X. CHEN, I. H. SLoaAN AND R. S. WOMERSLEY, Well Conditioned Spherical
Designs for Integration and Interpolation on the Two-Sphere, STAM J. Numer. Anal. 48 (2010),
pp. 2135-2157.

[2] G. H. GoLuB AND C. F. VAN LoOAN, Matriz Computations, Second ed., The Johns Hopkins
University Press, Baltimore, MD, 1989.

[3] I. H. SLOAN, Polynomial interpolation and hyperinterpolation over general regions, J. Ap-
prox. Theory, 83 (1995), pp. 238-254.

[4] 1. H. SLOAN, Polynomial approzimation on spheres with good properties of uniform approz-
imation, Manuscript, 2011.

Additive And Multiplicative Perturbation Bounds for the Moore C Penrsore Inverse
Li-Xia Cai, Wei-wei Xu, AND Wen Li
School of Mathematical Sciences, South China Normal University

In this paper, we obtain the additive and multiplicative perturbation bounds for the Moore-
Penrose inverse under the unitarily invariant norm and the Q- norm, which improve the corre-
sponding ones in [P.Wedin, Perturbation theory for pseudo-inverses, BIT 13(1973)217-232].



Perturbation Bounds for the Periodic Schur Decomposition
Xiaoshan Chen
School of Mathematics, South China Normal University

This paper is devoted to the perturbation analysis for periodic regular matrix pairs. We present
perturbation bounds for the periodic Schur decomposition of periodic regular matrix pairs with dis-
tinct eigenvalues, which extend the main result of Sun (SIAM J. Matriz Anal. Appl. 16:13281/013407
1995). The results are illustrated by a numerical example.

A Quasi-Minimal Residual Variant of the IDR(s) for Nonsymmetric Linear Systems
Lei Dut, Tomohiro Sogabe$, Shao-Liang Zhang!
"Nagoya University, Japan
§ Aichi Prefectural University, Japan

We propose a quasi-minimal residual variant of the IDR(s) method [Sonneveld and van Gijzen,
SIAM J. Sci. Comput., 31(2008), pp. 1085-1062] for solving linear systems Ax = b, where b € R®
and A is a real sparse and nonsymmetric matrix. Our method is called QMRIDR(s) for short.
Compared with IDR(s), QMRIDR(s) can converge more smoothly without increasing the number
of matrix-vector products. Numerical experiments are reported to show the performance of our
method.

Inexact Shift-Invert Scheme for Two-grid Eigenvalue Problem
Qun Gu

Fudan Univeristy

This work devotes to develop a novel scheme of two-grid method in solving eigenvalue problems
with finite element discretization.

Shift-and-invert strategy is introduced as a corrector on fine grids. Solving the fine-grid eigen-
value problem is no harder than a coarse eigenvalue problem plus a global linear system problem.
We find that when the tolerance of the linear system is set to be a positive constant that is less
than one but not close to one, the resulting solution of two-grid method will be optimal. Moreover,
if the linear solver is specified as a so-called B-MINRES method, with the help of the property of
orthogonality, the tolerance is allowed be relaxed to 1—O(h), while the solution still achieve optimal
precision. However, in B-MINRES algorithm, an explicit inversion of mass matrix B is required to
form Krylov subspace. As a result, we develop an inexact version of B-MINRES to obviate explicit
inversion and prove that the resulting solution of inexact version is close to the exact version.

Kronecker Product Approximations for Image Restoration with Whole-sample
Symmetric Boundary Conditions
Xiao-Guang Lv, Ting-Zhu Huang, Zong-Ben Xu, Xi-Le Zhao
School of Mathematical Sciences, University of Electronic Science and Technology of China,
Chengdu, Sichuan

Reflexive boundary conditions (BCs) assume that the array values outside the viewable region
are given by a symmetry of the array values inside. The reflection guarantees the continuity of the
image. In fact, there are usually two choices for the symmetry: symmetry around the meshpoint
and symmetry around the midpoint. The first is called whole-sample symmetry in signal and image
processing, the second is half-sample. Many researchers have developed some fast algorithms for the
problems of image restoration with the half-sample symmetric BCs over the years. However, little
attention has been given to the whole-sample symmetric BCs. In this paper, we consider the use of
the whole-sample symmetric boundary conditions in image restoration. The blurring matrices con-
structed from the point spread functions (PSFs) for the BCs have block Toeplitz-plus-PseudoHankel
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with Toeplitz-plus-PseudoHankel blocks structures. Recently, regardless of symmetric properties
of the PSF's, a technique of Kronecker product approximations was successfully applied to restore
images with the zero BCs, half-sample symmetric BCs and anti-reflexive BCs, respectively. All
these results extend quite naturally to the whole-sample symmetric BCs, since the resulting matri-
ces have similar structures. It is interesting to note that when the size of the true PSF is small, the
computational complexity of the algorithm obtained for the Kronecker product approximation of
the resulting matrix in this paper is very small. It is clear that in this case all calculations in the
algorithm are implemented only at the upper left corner submatrices of the big matrices. Finally,
detailed experimental results reporting the performance of the proposed algorithm are presented.

The Inverse Positivity of Perturbed Tridiagonal M-matrices
Jie Huang, Ting-Zhu Huang

A well-known property of an M-matrix M is that the inverse is element-wise non-negative, which
we write as M~ > 0 . We consider element-wise perturbations of non-symmetric tridiagonal M-
matrices and obtain sufficient bounds on the perturbations so that the non-negative inverse persists.
In particular, these sufficient bounds are shown to be the actual maximum allowable perturbations
when the second diagonals (elements (1,1 + 2) and (1,1 — 2)) of M are perturbed.

A Novel Integration Method for Weak Singularity Arising in Two-Dimensional
Scattering Problems
Yan-Fei Jing, Ting-Zhu Huang, Yong Duan, Sheng-Jian Lai, and Jin Huang
University of Electronic Science and Technology of China

In this paper, we introduce a novel mechanical quadrature method for an efficient solution of
weakly singular integral equations arising in two-dimensional electromagnetic scattering problems.
This approach is based on and adapted from the recently proposed mechanical quadrature meth-
ods in [Extrapolation algorithms for solving mixed boundary integral equations of the Helmholtz
equation by mechanical quadrature methods, STAM J. Sci. Comput., vol. 31, 41151/(]4129, 2009].
We report experiments for solving TM-polarized induced currents and scattered fields to show its
superiority to the classical method of moments when accuracy is a concern. Moreover, additional
numerical experiments made with an extrapolation algorithm suggest that the accuracy of the
present method can be further improved dramatically by means of the extrapolation algorithm to
some extent.

Solving Large-Scale Algebraic Riccati Equations by Doubling
Tiexiang Li, Eric King-wah Chu, Wen-Wei Lin

We consider the solution of large-scale algebraic Riccati equations with (numerically) low-ranked
solutions. For the discrete-time case, the structure-preserving doubling algorithm will be adapted
for the sparsity and the low-ranked structures in the algebraic Riccati equation. For the continuous-
time case, the algebraic Riccati equation will be

rst treated with the Cayley transform before doubling is applied. With n being the dimension
of the algebraic Riccati equations, the resulting algorithms are of a feasible O(n) complexity. Some
numerical results will be presented. As an example, a DARE of dimension n = 79841, with 3.19
billion variables in the solution X, was solved using MATLAB on a MacBook Pro to machine
accuracy within 1,100 seconds.
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A New Regularization Method for Fredholm Integral Equations of the First Kind
Furong Lin, Shiwei Yang
Department of Mathematics, Shantou University, Shantou Guangdong 515063
(g_swyang@stu.edu.cn)

Many problems in engineering fields such as image processing lead to Fredholm integral equa-
tions of the first kind. These equations are difficult to solve numerically due to their ill-posedness.
This paper presents a new regularization method which is based on weighted H' seminorm. We use
the Newton method to solve the corresponding minimization problem. Details of numerical imple-
mentation are given. Several numerical examples, including one dimensional and two dimensional
cases, are shown to illustrate the efficiency of the proposed approach. Numerical results show that
the proposed regularization method can effectively distinguish between edges and smooth regions.

Keywords: Fredholm integral equation of the first kind, piecewise continuous solution, weighted
H' seminorm.

A Refined Safeguarded RQI Method for Symmetric Tridiagonal Matrix
Eigenproblems
Ding Lu
School of Mathematical Sciences, Fudan University Shanghai, China.

For symmetric tridiagonal eigenproblems, RQI has locally cubic convergence rate, however, it is
difficult to predict to which eigenvalue it converges. Bisection method only has linear convergence
rate and is often used to compute one or all eigenvalues in a specific interval. In this work, we
propose a hybrid method, named Refined Safeguarded RQI (RSRQI) method, Furthermore; a
refinement process is proposed to remedy the possible misconvergence. Numerical experiments
show that RSRQI outperforms the bisection method in LAPACK in speed by 20

This is a joint with Yangfeng Su.

Shift-invert Lanczos method for the symmetric positive semidefinite Toeplitz matrix
exponential
Hong-Kui Pang and Hai-wei Sun
Department of Mathematics, University of Macau, Macao, China

The Lanczos method with shift-invert technique is exploited to approximate the symmetric
positive semidefinite Toeplitz matrix exponential. The complexity is lowered by the Gohberg Se-
mencul formula and the fast Fourier transform. Application to the numerical solution of an integral
equation is studied. Numerical experiments are carried out to demonstrate the effectiveness of the
proposed method.

RIFL H R/ — SR (R BE LA — — AR WL 5 32 B 07 ik
P e
RPN E 3

AR A B A ZE B 7 TSR Al — iy 2 R die /s e ) L, b 28 ) 2 95 K F Tikhonov 1IE ]
W T7 R AR A I BRI SR 10 . AR SCIIDTHRAE T, 780 R B AR BR B 2 RS 1T 23 B (R 1 )5
PR T VAR, TSR T R, (e I A R, B R AR
st )T B AL I AR R AR . AR SCHR H R TR B A RSt . SO R B R B IS 2R B R
NI TEAR T — 2 2 g i) — [ /732, HtliiReduced Newton method, BB Newton method. IR, #§
B4 RAAER e/ e b 9] AL an] DLgg ik 2 R B & .

12



Refined Jacobi-Davidson Type Method for a Right Definite Two-Parameter
Eigenvalue Problem
Zhongming Teng
Xiamen University

In their paper of M. E. Hochstenbach and B. Plestenjak considered that the refined method is
not suitable for two-parameter eigenvalue problems because of high costs for computation, poor
convergence of refined Ritz vectors and incapacity for computing more than one eigenvalue. In
this paper, we show that it is not the case. We propose an efficient refined Jacobi-Davidson type
method for a right definite two-parameter eigenvalue problem and show that refined Ritz vectors
have better convergence than Ritz vectors and (refined) Ritz values is convergent.

Conforming Rectangular Mixed Finite Elements For Elasticity
Yana Wang
Chinese Academy of Sciences

We present a new family of rectangular mixed finite elements for the stress-displacement system
of the plane elasticity problem. Based on the theory of mixed finite element methods, we prove
that they are stable and obtain error estimates for both the stress field and the displacement field.
Using the finite element spaces in this family, an exact sequence is established as a discrete version
of the elasticity complex in two dimensions. And the relationship between this discrete version and
the original one is shown in a commuting diagram.

The Finest Level Acceleration of Multilevel Aggregation for Markov Chains
Chun Wen, Ting-Zhu Huang, De-An Wu, Liang Li

In this paper, we consider a class of new accelerated multilevel aggregation methods by the
use of two polynomial-type vector extrapolation methods: one is the reduced rank extrapolation
(RRE) method, and the other is the generalization of quadratic extrapolation (GQE) method. We
show how to combine the multilevel aggregation methods with RRE and GQE algorithms on the
finest level for speeding up the numerical computation of the stationary probability vector for an
irreducible Markov chain. Numerical experiments on three typical Markov chain problems are used
to illustrate the efficiency of our accelerated multilevel aggregation methods.

On Adaptively Accelerated Arnoldi Method for Computing PageRank
Jun-Feng Yin!, Guo-Jian Yin! and Michael Ng?
!Department of Mathematics, Tongji University
2Department of Mathematics, Hong Kong Baptist University, Kowloon Tong

A generalized refined Arnoldi method based on the weighted inner product is presented for
computing PageRank. The properties of the generalized refined Arnoldi method are studied. In
order to speed up the convergence performance for computing PageRank, we propose to change the
weights adaptively where the weights are calculated based on the current residual according to the
current approximate PageRank vector. Numerical results show that the proposed Arnoldi method
converges faster than existing methods, in particular when the damping factor is large.
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Robust Continuation Methods for Tracing Solution Curves of Parameterized
Equations
Bo Yu', Yan Yu'? and Bo Dong!
1. School of Mathematical Sciences, Dalian University of Technology, Dalian, 116024
2. College of Sciences, Shenyang Agriculture University, Shenyang, 110866

The continuation methods are efficient methods to trace solution paths of nonlinear systems with
parameters, which are common in many fields of science and engineering. Existing continuation
methods are unstable for some complicated cases in practice, such as the case that solution curves
are closed to each other or the case that the curve turns acutely at some point. In this paper,
a robust and simple corrector strategy— sphere corrector is presented. Using this new strategy,
combining various predictor strategies and various iterative solution methods with local quadratic
or superlinear convergence rates, robust continuation procedures are given. When the predictor
steplength is no more than the so-called granularity of solution curves, our procedure of tracing
solution curve can avoid “path-jumping” and can follow the whole solution curve, and hence solve
the problems that can not be solved by other continuation methods.

Key words: Parameterized equation; Homotopy method; Continuation method.

This work was supported by Program for Young Excellent Talents in Tongji University, Pujiang
Programm of Shanghai (No. 09PJ1409800), SRF for ROCS, SEM and NSFC (Grant No. 10801106).

Novel Delayed Size-Reduction Technique for Low-Complexity LLL-Aided MIMO
Detection
Wen Zhang, Yimin Wei, and Sanzheng Qiao
Fudan University

The LLL algorithm is a famous lattice basis reduction method which has been widely used in
wireless communications. In time critical applications, such as multiinput multioutput (MIMO)
systems, the speed of the LLL algorithm is crucial. In this paper, we present the first complexity
analysis of the LLL-like algorithms for real lattice basis. After that, we propose a novel technique,
called delayed size-reduction, to speed up the LLL algorithm. The speed-up is achieved by delaying
some operations and consolidating procedures, consequently, reducing the number of conditional in-
structions and eliminating redundant operations. Theoretical analysis shows that the new algorithm
can reduce the complexity by one order as compared to the original LLL algorithm. Simulation
results reveal that the LLL algorithm with delayed size-reduction can significantly outperform the
conventional one without sacrificing the quality of the results.
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Low-rank Models with Proleptic Regularization for Collaborative Filtering
Keke Zhao
Zhejian University

Low-rank Matrix factorization with missing data is known as an effective tool for Collaborative
Filtering since it generates high quality rating predictions for recommender systems. One of the
major problem of regularized matrix factorization model is over-fitting phenomenon. This paper
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proposes a proleptic regularization model to reduce the risk of over-fitting and improve the approx-
imation accuracy. The proleptic regularization uses a pre-estimation for a preindicated testing set
to regularize to the unknown rating values in the CF problem. We give two similar models that
are suitable for solving by alternate least square method and stochastic gradient descent algorithm,
respectively. We also give a fast implementation of the alternative least square algorithm which is
very suitable for parallel computing. The proposed algorithms works well. In the performance of
our algorithms on the 10M MovieLens data, the proposed algorithms improve the best results; the
accuracy can be increased by above 2 to 8 for variant tested data scales.

Vector Extrapolation Based Landweber Method for Ill-posed Problems
Xi-Le Zhao, Ting-Zhu Huang, ZongBen Xu, Xiao-Guang Lv

Landweber method is one of the classical iterative methods for solving linear discrete ill-posed
problems which arise from inverse problems. However Landweber method generally has a slow
convergence behavior. In this paper, we present the vector extrapolation based Landweber method
which has a fast and stable convergence behavior. Moreover, a restarted version of the vector
extrapolation based Landweber method is proposed for practical considerations. Numerical results
are given to illustrate the performance of the vector extrapolation based Landweber method.

Modulus-based Successive Overrelaxation Method for Pricing American Options
Ning Zheng, Jun-Feng Yin
Department of Mathematics, Tongji University, 1239 Siping Road, Shanghai 200092, P. R. China
Email:6zhengning@tongji.edu.cn, yinjf@tongji.edu.cn.

We consider the modulus-based successive overrelaxation method for the linear complementarity
problems from the discretization of Black-Scholes American options pricing model. The sufficient
condition for the convergence of proposed methods is given. Numerical experiment confirm the the-
oretical analysis, and further show that our approach is superior to the classical projected successive
overrelaxation method.

Keywords. American option pricing, Black-Scholes model, linear complementarity problems,
modulus-based successive overrelaxation, projected successive overrelaxation
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