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Abstract. In the paper, we first use the energy method to establish the local

well-posedness as well as blow-up criteria for the Cauchy problem on the two-
component Euler-Poincaré equations in multi-dimensional space. In the case

of dimensions 2 and 3, we show that for a large class of smooth initial data

with some concentration property, the corresponding solutions blow up in finite
time by using Constantin-Escher Lemma and Littlewood-Paley decomposition

theory. Then for the one-component case, a more precise blow-up estimate and

a global existence result are also established by using similar methods. Next,
we investigate the zero density limit and the zero dispersion limit. At the end,

we also briefly demonstrate a Liouville type theorem for the stationary weak

solution.
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1. Introduction

In this paper, we consider the Cauchy problem on the following two-component
Euler-Poincaré equations in multi-dimensional space RN (N ≥ 2):

mt + u · ∇m+ (∇u)Tm+m∇ · u = −ρ∇ρ, in RN × (0, T ),
ρt +∇ · (ρu) = 0, in RN × (0, T ),
m = (1− α2∆)u, in RN × (0, T ),
m(x, 0) = m0(x), ρ(x, 0) = ρ0(x), in RN ,

(1.1)

where u = (u1, u2, · · · , uN ) represents the velocity of fluid, m = (m1,m2, · · · ,mN )
denotes the momentum, and the scalar function ρ stands for the density or the total
depth. The notation (∇u)T denotes the transpose of the matrix ∇u. The constant
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α > 0 corresponds to the length scale and is called the dispersion parameter. Equa-
tions (1.1) were presented by [22, 25] as a framework for modeling and analyzing
fluid dynamics, particularly for nonlinear shallow water waves, geophysical flu-
ids and turbulence modeling, or recasting the geodesic flow on the diffeomorphism
groups. In the case of α = 0, equations (1.1) is called zero-dispersive Euler-Poincaré
equations and can be written as ut + u · ∇u+ (∇u)Tu+ u∇ · u = −ρ∇ρ, in RN × (0, T ),

ρt +∇ · (ρu) = 0, in RN × (0, T ),
u(x, 0) = u0(x), ρ(x, 0) = ρ0(x), in RN ,

(1.2)

which is a symmetric hyperbolic system of conservation laws (see (2.5) below).
To motivate our study, we recall some related progresses on equations (1.1).

When the system is decoupled (i.e., formally, ρ ≡ 0), equations (1.1) reduce to the
classical mathematical model of the fully nonlinear shallow water waves or the one
of the geodesic motion on diffeomorphism group: mt + u · ∇m+ (∇u)Tm+m∇ · u = 0, in RN × (0, T ),

m = (1− α2∆)u, in RN × (0, T ),
m(x, 0) = m0(x), in RN ,

(1.3)

(see [3, 5, 20, 21, 23]). In particular, equations (1.3) are the classical Camassa-
Holm equations for N = 1, while it is also called the Euler-Poincaré equations in
the higher dimensional case N ≥ 1. The local well-posedness, blow-up criterion,
existence of blow-up or global solutions, and simulation of Camassa-Holm equation
(1.3) with N = 1 have been intensively studied (see [2, 3, 7, 9, 11, 30, 33, 34] and
references therein). Recently, the rigorous analysis of the Euler-Poincaré equations
(1.3) with N ≥ 1 was initiated by Chae-Liu [5] who established a fairly complete
well-posedness theory and obtained the local well-posedness, blow-up criterion, zero
α limit and the Liouville type theorem. More recently, Li-Yu-Zhai [27] gave a further
analysis and proved that for a large class of smooth initial data the correspond-
ing solution to (1.3) blows up in finite time and that for some monotonous intial
data the corresponding solution exists globally in time, which reveals the nonlinear
depletion mechanism hidden in the Euler-Poincaré equation. The well-posedness
of the Cauchy problem (1.3) posed on an arbitrary compact Riemannian manifold
with boundary is also investigated by Gay-Balmaz [14]. We remark that for the
non-dispersive case, i.e., α = 0, the local well-posedness and existence of blow-up
solutions to equations (1.3) are also studied by [5]. In this case, equation (1.1) will
become a symmetric hyperbolic system of conservation laws

ut + u · ∇u+ (∇u)Tu+ u∇ · u = 0. (1.4)

When the system is coupled and ρ is a non-zero constant, equations (1.1) rose
from work on the imcompressible shallow water equations and are derived by con-
sidering the variational principles and Largrangian averaging (see [3, 20, 29]). The
existence, uniqueness and simulation have been investigated by many scholars (see
Holm-Titi [24] and references therein). For N = 2, 3, 4, in particular, Bjorland-
Schonbek [1] established the existence and decay estimates for the viscous version.

When the system is coupled and ρ is a non-constant function, which plays a role
in the equation of u, equations (1.1) are called the two-component Euler-Poincaré
equations (or the two-component Camassa-Holm equations), which was presented
by [6, 13]. In the case of N = 1, Constantin-Ivanov [10] gave a rigorous justification
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of the derivation of equations (1.1), which is a valid approximation to the governing
equations for water waves in the shallow water regime, and investigated conditions
for wave-breaking and global small solutions to the system. Then Guan-Yin [18,
19] and Gui-Liu [18, 19] further studied the local well-posedness and uniqueness,
established several improved wave breaking results, and investigated the global
existence. Mathematical properties of the related system have been also studied
further in many works (see, e.g. [12, 35] and references therein). In the case of
N ≥ 2, Kohlmann [25] obtained some well-posedness, conservation laws or stability
results for equations (1.1) posed on the torus. Thus, counter to the large amount of
papers referring to the case N = 1, the two-component Euler-Poincaré equations in
higher dimensions have rarely been studied. However, multi-variable extensions of
these equations are of interest from both the physical and the mathematical point
of view as explained in, e.g., [14, 25, 26].

Motivated by the above works, the main aim of this paper is to give a complete
well-posedness analysis for the Cauchy problem (1.1). Precisely, we will establish
the local well-posedness in the Sobolev space framework as well as blow-up criteria,
show the existence of solutions blowing up in finite time and of solutions existing
globally in time, and investigate the zero density limit and the zero dispersion
(α = 0) limit.

Since equations (1.1) are a system with two components in multidimensional
space, there are more difficulties in analyzing it than a single equation or the equa-
tions in one-dimensional space. The main difficulties are the mutual effect between
two components ρ and u and the estimates of ∇u and ρ. One cannot follow directly
the same argument as in [5, 27] or [16, 17, 18, 19] to deal with this problem.

Before stating our results, we would like to remark that the boundary conditions
are usually taken as u → 0 and ρ → ρ0 = constant as |x| → ∞ (see e.g. [20]).
In particular, [10, 16, 17, 18, 19] posed the boundary assumption ρ0 = 1. Since
our main purpose is to show the effcet of the non-constant ρ on the velocity u, we
follow [4] and take the boundary condition as u → 0 and ρ → 0 as |x| → ∞ in
this paper, that is, we are assuming that the spatial infinity is vacuum. However,
we can obtain the corresponding results for the case ρ0 = 1 by some nonessential
modifications.

We now state our main results. The first one is to deal with the local well-
posedness. To the end, for brevity we denote the solution space by

Xk(0, T ) = C([0, T );Hk+1(RN )) ∩ C1([0, T );Hk(RN ))

× C([0, T );Hk(RN )) ∩ C1([0, T );Hk−1(RN )).

Theorem 1.1. (i) Let (u0, ρ0) ∈ Hk+1(RN ) × Hk(RN ) with k > N
2 + 2. Then

there exists a unique classical solution (u, ρ) ∈ Xk(0, T ) to equations (1.1) for some
T > 0, depending only on ‖u0‖Hk+1 and ‖ρ0‖Hk .

(ii) Let (u0, ρ0) ∈ Hk(RN ) × Hk(RN ) with k > N
2 + 1. Then there exists a

unique classical solution (u, ρ) ∈
(
C([0, T );Hk(RN )) ∩ C1([0, T );Hk−1(RN ))

)2

to

equations (1.2) for some T > 0, depending only on ‖u0‖Hk and ‖ρ0‖Hk .

The proof of Theorems 1.1 is based on the standard energy estimates as the argu-
ment of [5] in the study of one component equation (1.3). However, one problematic
issue is that we here deal with a coupled system with these two components of the
solution in different Sobolev spaces, making the proof of several required nonlinear
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estimates somewhat delicate. It is noted that the second equation of (1.1) is a
transport equation with the component ρ and no more regularity can be obtained
from this equation. With the help of invariant properties of the transport equation,
these difficulties are nevertheless overcome by carefully estimating each component
of solutions.

We next will consider the existence of finite time blow-up solutions and of global
solutions to the two-component Euler-Poincaré equation (1.1). For this purpose,
the first step usually consists of deriving a blow-up criterion. To state our results,
we introduce the Besov space as follows. Define the Littlewood-Paley operators ∆j

and ∆̇j by the Fourier transform

F (∆jf) (ξ) = ϕ

(
ξ

2j

)
F(f)(ξ)

for any integers j ≥ 0, and

F
(

∆̇jf
)

(ξ) =

(
ϕ

(
ξ

2j

)
− ϕ

(
ξ

2j−1

))
F(f)(ξ)

for any j ∈ Z, where ϕ(x) ∈ C∞0 (RN ) is a nonnegative radial bump function
supported in the ball |x| ≤ 2 and equal to one on the ball |x| ≤ 1. Then the

homogeneous Besov space Ḃ0
∞,∞(RN ) can be defined as

Ḃ0
∞,∞ :=

{
f ∈ S ′(RN )

∣∣ ‖f‖Ḃ0
∞,∞

<∞
}

with ‖f‖Ḃ0
∞,∞

:= supj∈Z ‖∆̇jf‖L∞ .

Then we have the following blow-up criteria.

Theorem 1.2. Let (u, ρ) ∈ Xk(0, T ) be a classical solution to (1.1) with initial
data (u0, ρ0) ∈ Hk+1(RN )×Hk(RN ) for k > N

2 + 2. Then

lim
t→T

(‖u(t)‖Hk+1 + ‖ρ(t)‖Hk) =∞

if and only if ∫ T

0

‖∇u(τ)‖L∞dτ =∞,

or if and only if ∫ T

0

(
‖∇u(τ)‖Ḃ0

∞,∞
+ ‖ρ(τ)‖Ḃ0

∞,∞

)
dτ =∞.

Remark 1.1. Notice that L∞(RN ) ↪→ Ḃ0
∞,∞(RN ). Theorem 1.2 shows that in the

sense of L∞-norm, the blow-up criterion can be completely determined by u only.
It is unclear for the case of Ḃ0

∞,∞-norm.

With the aid of Theorem 1.2, we can show that for a large class of smooth
initial data with some concentration property, the corresponding solution to (1.1)
will blow up in finite time for the case N = 2, 3. These solutions belong to the
class of radial functions. Thus, for brevity, we will slightly abuse the notation
f(x) = f(|x|) = f(r) for radial function f .

Theorem 1.3. Suppose that (ψ0, ρ0) ∈ Hk(RN ) × Hk(RN ) is a pair of radial
functions with k > N

2 +4 and N = 2, 3. Assume that u0 = (1−α2∆)−1∇ψ0, ψ0(0) =
supr≥0 ψ(r) and ψ0(0) ≥ C (‖ψ0‖L2 + ‖ρ0‖L2) for some C > 0 large enough. Then
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the solution (u, ρ) to equation (1.1) with initial data (u0, ρ0) will blow up at some
finite time T ∗.

For the decoupled system (1.3), the blow-up solution was obtained by [27] with-
out concentration restriction. Here we establish the more precise blow-up estimate
under some concentration assumption. For a large class of initial data with some
non-positive property at the origin, we also show that the corresponding solution
exists globally in time, which improves the gobal existence result of [27] in the sense
that we don’t postulate any monotony assumption on the initial data ψ.

Proposition 1.1. Suppose that ψ0 ∈ Hk(RN ) is a radial function with k > N
2 + 4

and N = 2, 3. Assume that u0 = (1− α2∆)−1∇ψ0.
(i) If ψ0(0) = supr≥0 ψ(r) and ψ0(0) ≥ C‖ψ0‖L2 for some C > 0 large enough,

then the solution u to equation (1.3) with initial data u0 will blow up at some finite
time T ∗ in the sense that

c(T ∗ − t)−1 ≤ ‖div u(t)‖∞ ≤ C(T ∗ − t)−1 as t→ T ∗

for some C > c > 0.
(ii) If ψ0(0) = infr≥0 ψ(r) and ψ0(r) < 0 for any r ≥ 0, then the solution u to

equation (1.3) with initial data u0 exists globally in time.

To prove Theorem 1.3 and Proposition 1.1, our main idea is to transfer the
higher dimensional problem to a one-dimensional problem. This process will result
in a nonlocal integral, and no monotony is available due to the appearance of the
component ρ. To overcome these difficulties, we will use the Constantin-Escher
Lemma and Littlewood-Paley decomposition theory.

Now we turn to the limit problem. In [15], Grunert-Holden-Raynaud showed
that by taking the limit of vanishing density ρ in system (1.1) with N = 1, one
can obtain the global conservative solution of the corresponding Camassa-Holm
equation (1.3), which provides a novel way to define and obtain these solutions. On
the other hand, Chae-Liu [5] proved that as the dispersion parameter α vanishes,
the weak solution to the Euler-Poincarée equations (1.3) converges to the solution
of the zero dispersion equation (1.4), provided that the limiting solution is classical.
Our next theorem is motivated by these two works.

Theorem 1.4. (i) Let k > N
2 + 2. Assume that (un, ρn) ∈ L∞((0, T );H1(RN ))×

L∞((0, T );L2(RN )) is a weak solution of equations (1.1) with initial data (u0n, ρ0n)
and that u ∈ C

(
[0, T ), Hk(RN )

)
is a classical solution of equations (1.3) with initial

data u0. Then

‖un − u‖L2 + α‖∇(un − u)‖L2 + ‖ρn‖L2

≤ C (‖u0n − u0‖L2 + α‖∇(u0n − u0)‖L2 + ‖ρ0n‖L2) ,

where C is a constant depending only on ‖u‖C([0,T ),Hk). The corresponding conclu-
sion holds true for the case α = 0.

(ii) Let k > N
2 + 2. Assume that

(uα, ρα) ∈ L∞((0, T );H1(RN ))× L∞((0, T );L2(RN ))
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is a weak solution of equations (1.1) with initial data (uα0 , ρ
α
0 ) and that (u, ρ) ∈

C([0, T );Hk+1(RN ))∩C1([0, T );H2(RN ))×C([0, T );Hk−1(RN )) is a classical so-
lution of equations (1.2) with initial data (u0, ρ0). Then

‖uα − u‖L2 + ‖ρα − ρ‖L2 + α‖∇(uα − u)‖L2

≤ C
(
α2 + ‖uα0 − u0‖L2 + ‖ρα0 − ρ0‖L2 + α‖∇(uα0 − u0)‖L2

)
,

where C is a positive constant depending only on ‖u‖C([0,T ],Hk), ‖u‖C1([0,T ];H2) and
‖ρ‖C([0,T ];Hk−1).

Remark 1.2. In particular, Theorem 1.4 (i) indicates that when (u0n, ρ0n) →
(u0, 0) in H1 × L2 as n → ∞, the solution (un, ρn) of (1.1) will converge to the
solution (u, 0) of (1.3) in L∞

(
(0, T );H1

)
×L∞

(
(0, T );L2

)
. Theorem 1.4 (ii) shows

that as α → 0, the solution (uα, ρα) of (1.1) will converge to the solution (u, ρ) of
(1.2) in L∞

(
(0, T );H1

)
× L∞

(
(0, T );L2

)
.

The rest of this paper is organized as follows. In Section 2, the local well-
posedness of the initial-value problem associated with equations (1.1) and (1.2) is
established. Sections 3 and 4 are devoted to establishing the blow-up criterion and
to showing the existence of blow-up solutions and global solutions.Then in Section
5, we consider the approximation problem and prove Theorem 1.4. And in the last
section, Section 6, we will prove a Liouville type theorem for the stationary weak
solutions to equations (1.1) and (1.2).

Notations: Sometimes we will use X . Y to denote X ≤ CY for some uniform
C > 0, which may be different on different lines.

2. Local well-posedness

In this section, we shall establish the local existence and uniqueness of the clas-
sical solutions for the two-component Euler-Poincaré equations (1.1) and (1.2) by
using the energy methods.

Proof of Theorem 1.1. (i) We first consider the local existence. Let η ∈ C∞0 (RN )
be the standard mollifier supported in the unit ball |x| ≤ 1 with

∫
RN η(x)dx = 1.

Set ηn(x) = 1
nN
η( xn ) and (u0,m0, ρ0) = (0, 0, 0). Then we can construct a sequence

of smooth functions
{

(un+1, ρn+1)
}
n∈N by solving the linear equations

mn+1
t + un · ∇mn+1 + (∇un)Tmn+1 +mn+1∇ · un = −ρn∇ρn+1,

ρn+1
t + ρn∇ · un+1 + un · ∇ρn+1 = 0,
mn+1 = (1− α2∆)un+1,
mn+1(x, 0) = mn+1

0 (x), ρn+1(x, 0) = ρn+1
0 (x),

for 0 < t < T and x ∈ RNwhere mn+1
0 = (1 − α2∆)un+1

0 with (un+1
0 , ρn+1

0 ) :=(
ηn+1 ∗ u0, ρn+1 ∗ ρ0

)
converging to (u0, ρ0) in Hk+1 ×Hk as n → ∞. The basic

idea is to prove that some subsequence of
{

(un+1, ρn+1)
}

will converge to a solution

(u, ρ) of equations (1.1). For this purpose, we can first show that
{

(un+1, ρn+1)
}

is uniformly bounded in Xk(0, T ) and then prove that it is a Cauchy sequence
in C([0, T );Hk(RN )) × C([0, T );Hk−1(RN )), which will converge to some limit
function (u, ρ) ∈ C([0, T );Hk(RN ))×C([0, T );Hk−1(RN )). Thus the proof of local
existence can be completed by checking that (u, ρ) belongs to Xk(0, T ) indeed and
solves equations (1.1).
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Since the above procedure is standard, here we only derive the key local in time
a priori estimates for solutions (u, ρ) to equations (1.1). That is, for some T > 0,
there exists a positive constant C depending only on ‖u0‖Hk+1 and ‖ρ0‖Hk such
that

‖m(t)‖2Hk + ‖ρ(t)‖2Hk+1 ≤ C for any 0 < t < T.

For this purpose, applying Dβ to both sides of the first equation of (1.1) and taking
the L2(RN ) inner product with Dβm with |β| ≤ k − 1, we have

1

2

d

dt
‖Dβm‖2L2 = −

∫
Dβm ·Dβ(u · ∇m)

−
∫
Dβm ·

(
Dβ
(
(∇u)Tm

)
+Dβ(m∇ · u)

)
−
∫
Dβm ·Dβ(ρ∇ρ)

:= I + II + III.

We estimate I, II and III one by one. For the term I, we use the commutator
estimates to deduce that

I = −
∫
Dβm ·

(
Dβ(u · ∇m)− u · ∇Dβm

)
−
∫
Dβm · (u · ∇Dβm)

≤
∥∥Dβm

∥∥
L2

∥∥Dβ(u · ∇m)− u · ∇Dβm
∥∥
L2 +

1

2

∫
|Dβm|2 ∇ · u

.
∥∥Dβm

∥∥
L2

(
‖Dβu‖L2‖∇m‖L∞ + ‖Dβm‖L2‖∇u‖L∞

)
+ ‖Dβm‖2L2‖∇u‖L∞ .

Notice that u = (1−α2∆)−1m implies that ‖u‖Hs . ‖m‖Hs−2 for any s ∈ R. Thus,
for any given k > N

2 +2, we can take 0 < δ < k− N
2 −2 and use Sobolev embedding

to obtain that I is bounded up to a constant by

‖m‖Hk−1

(
‖u‖Hk−1‖m‖

H
N
2

+1+δ + ‖m‖Hk−1‖u‖
H
N
2

+1+δ

)
+ C‖m‖2Hk−1‖u‖

H
N
2

+1+δ ,

and hence, in terms of ‖u‖Hk−1 . ‖m‖Hk−3 , it holds

I . ‖m‖3Hk−1 .

Similarly, for the terms II and III, it follows from Sobolev embedding that

II ≤
∥∥Dβm

∥∥
L2

∥∥Dβ
(
(∇u)Tm

)
+Dβ(m∇ · u)

∥∥
L2

. ‖m‖Hk−1 ‖m∇u‖Hk−1

. ‖m‖Hk−1 (‖m‖Hk−1‖∇u‖L∞ + ‖m‖L∞‖∇u‖Hk−1)

. ‖m‖Hk−1

(
‖m‖Hk−1‖u‖

H
N
2

+1+δ + ‖m‖
H
N
2

+δ‖u‖Hk
)

. ‖m‖Hk−1

(
‖m‖Hk−1‖m‖

H
N
2
−1+δ + ‖m‖

H
N
2

+δ‖m‖Hk−2

)
. ‖m‖3Hk−1 ,

and

III ≤
∥∥Dβm

∥∥
L2

∥∥Dβ(ρ∇ρ)
∥∥
L2 ≤ ‖m‖Hk−1 ‖ρ∇ρ‖Hk−1

. ‖m‖Hk−1 (‖ρ‖Hk−1‖∇ρ‖L∞ + ‖ρ‖L∞‖∇ρ‖Hk−1)

. ‖m‖Hk−1

(
‖ρ‖Hk−1‖ρ‖

H
N
2

+1+δ + ‖ρ‖
H
N
2

+δ‖ρ‖Hk
)

. ‖m‖Hk−1 ‖ρ‖2Hk .
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Here we have used the algebra property of Hk−1 by k > N
2 + 2. Summarily, we

have

1

2

d

dt
‖m‖2Hk−1 . ‖m‖Hk−1

(
‖m‖2Hk−1 + ‖ρ‖2Hk

)
. (2.1)

We still need to estimate ρ. To this end, for any |γ| ≤ k, we apply Dγ to both sides
of equation (1.1)2 and take the L2(RN ) inner product with Dγρ to have

1

2

d

dt
‖Dγρ‖2L2 = −

∫
DγρDγ(u · ∇ρ)−

∫
DγρDγ(ρ∇ · u)

:= IV + V.

Similar to the term I, we can estimate IV as follows

IV = −
∫
Dγρ ·

(
Dγ(u · ∇ρ)− u · ∇Dγρ

)
−
∫
Dγρ · (u · ∇Dγρ)

≤ ‖Dγρ‖L2 ‖Dγ(u · ∇ρ)− u · ∇Dγρ‖L2 +
1

2

∫
|Dγρ|2 ∇ · u

. ‖Dγρ‖L2

(
‖Dγu‖L2‖∇ρ‖L∞ + ‖Dγρ‖L2‖∇u‖L∞

)
+ ‖Dγρ‖2L2‖∇u‖L∞

. ‖ρ‖Hk
(
‖u‖Hk‖ρ‖H N

2
+1+δ + ‖ρ‖Hk‖u‖H N

2
+1+δ

)
+ ‖ρ‖2Hk‖u‖H N

2
+1+δ

. ‖m‖Hk−1 ‖ρ‖2Hk .

For the term V , we use the algebra property of Hk to obtain

V ≤ ‖Dγρ‖L2 ‖Dγ(ρ∇ · u)‖L2 ≤ ‖ρ‖Hk ‖ρ∇u‖Hk
. ‖ρ‖Hk (‖ρ‖Hk ‖∇u‖L∞ + ‖ρ‖L∞‖∇u‖Hk)

. ‖ρ‖Hk
(
‖ρ‖Hk ‖u‖H N

2
+1+δ + ‖ρ‖

H
N
2

+δ‖u‖Hk+1

)
. ‖m‖Hk−1 ‖ρ‖2Hk .

Combining the estimates for IV and V , we obtain

1

2

d

dt
‖ρ‖2Hk . ‖m‖Hk−1 ‖ρ‖2Hk ,

which together with (2.1) yield that

d

dt

(
‖m‖2Hk−1 + ‖ρ‖2Hk

)
. ‖m‖Hk−1

(
‖m‖2Hk−1 + ‖ρ‖2Hk

)
.
(
‖m‖2Hk−1 + ‖ρ‖2Hk

) 3
2

.

Then the further calculation gives that

‖m‖2Hk−1 + ‖ρ‖2Hk ≤
((
‖m0‖2Hk−1 + ‖ρ0‖2Hk

)− 1
2 − Ct

)2

.

Thus, by taking T := C−1
(
‖m0‖2Hk−1 + ‖ρ0‖2Hk

)− 1
2

, we complete the proof of the

existence.
We now turn to consider the uniqueness. Let (u1, ρ1) and (u2, ρ2) be two solution

pairs of equations (1.1) with the same initial data (u0, ρ0). We set u = u1 − u2,
m = m1−m2 := (1−α2∆)u1− (1−α2∆)u2 and ρ = ρ1− ρ2. Then we can deduce
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that
mt + u1 · ∇m+ u · ∇m2 + (∇u1)Tm+ (∇u)Tm2 +m∇ · u1 +m2∇ · u

= −ρ∇ρ1 − ρ2∇ρ,
ρt + u1 · ∇ρ+ u · ∇ρ1 + ρ∇ · u1 + ρ2∇ · u = 0.

(2.2)

For any p > N , by taking the L2(RN ) inner product of equation (2.2)1 with |m|p−2m
and using Sobolev embedding, we have

1

p

d

dt
‖m‖pLp = −1

p

∫
u1 · ∇|m|p −

∫
|m|p∇ · u1 −

∫
|m|p−2mu · ∇m2

− 1

p

∫
|m|p−2m ·m2∇ · u−

∫
|m|p−2m(∇u1)Tm

−
∫
|m|p−2m(∇u)Tm2 −

∫
|m|p−2m · ρ∇ρ1

−
∫
|m|p−2m · ρ2∇ρ,

which implies

1

p

d

dt
‖m‖pLp . ‖Du1‖L∞‖m‖pLp + ‖m‖p−1

Lp ‖u‖Lp‖Dm2‖L∞ + ‖m‖p−1
Lp ‖m2‖L∞‖Du‖Lp

+ ‖m‖p−1
Lp ‖ρ‖Lp‖Dρ1‖L∞ + ‖m‖p−1

Lp ‖ρ2‖L∞‖Dρ‖Lp

. (‖u1‖Hk+1 + ‖u2‖Hk+1 + ‖ρ1‖Hk + ‖ρ2‖Hk)
(
‖m‖pLp + ‖u‖pW 1,p + ‖ρ‖pW 1,p

)
.

(2.3)

Similarly, we take the L2(RN ) inner product of equation (2.2)2 with |ρ|p−2ρ to
obtain

1

p

d

dt
‖ρ‖pLp = −1

p

∫
u1 · ∇|ρ|p −

∫
|ρ|p−2ρu · ∇ρ2 −

∫
|ρ|p∇ · u1

− 1

p

∫
|ρ|p−2ρ · ρ2∇ · u

. ‖Du1‖L∞‖ρ‖pLp + ‖ρ‖p−1
Lp ‖u‖Lp‖Dρ2‖L∞ + ‖ρ‖p−1

Lp ‖ρ2‖L∞‖Dρ‖Lp

. (‖u1‖Hk+1 + ‖ρ2‖Hk)
(
‖u‖pLp + ‖ρ‖pW 1,p

)
.

(2.4)

On the other hand, applying D to both sides of equation (2.2)2 and taking the
L2(RN ) inner product of (2.2)2 with |Dρ|p−2Dρ, we can use the integration by
parts and Sobolev embedding to obtain

1

p

d

dt
‖Dρ‖pLp . ‖Du1‖L∞‖Dρ‖pLp + ‖Dρ‖p−1

Lp ‖Du‖Lp‖Dρ1‖L∞

+ ‖Dρ‖p−1
Lp ‖u‖Lp‖D

2ρ1‖L∞ + ‖Dρ‖p−1
Lp ‖ρ‖Lp‖D

2u1‖L∞

+ ‖Dρ‖p−1
Lp ‖Dρ2‖L∞‖Du‖Lp + ‖Dρ‖p−1

Lp ‖ρ2‖L∞‖D2u‖Lp

. (‖u1‖Hk+1 + ‖ρ1‖Hk + ‖ρ2‖Hk)
(
‖u‖pW 2,p + ‖ρ‖pW 1,p

)
.



10 R.-J. DUAN AND Z.-Y. XIANG

This together with (2.3) and (2.4) yield that

d

dt

(
‖m‖pLp + ‖ρ‖pW 1,p

)
≤ C (‖u1‖Hk+1 + ‖u2‖Hk+1 + ‖ρ1‖Hk + ‖ρ2‖Hk)

×
(
‖m‖pLp + ‖u‖pW 2,p + ‖ρ‖pW 1,p

)
.

Notice that ‖u‖W 2,p . ‖m‖Lp (see Proposition 5, Page 251, [31]). It then follows
from Gronwall’s inequality that(
‖m‖pLp + ‖ρ‖pW 1,p

)
≤
(
‖m(0)‖pLp + ‖ρ(0)‖pW 1,p

)
eC

∫ t
0 (‖u1‖Hk+1+‖u2‖Hk+1+‖ρ1‖Hk+‖ρ2‖Hk)dτ .

Since m(0) = 0 and ρ(0) = 0, the uniqueness of solutions to equations (1.1) with
α > 0 holds in the class L1

(
0, T ;Hk+1(RN )×Hk(RN )

)
with k > N

2 + 2.
(ii) In this case, we can rewrite equation (1.2) as a symmetric hyperbolic system.

For instance, we take N = 3. By setting S = (m1,m2,m3, ρ)T , and

A =


3m1 m2 m3 ρ
m2 m1 0 0
m3 0 m1 0
ρ 0 0 m1

 , B =


m2 m1 0 0
m1 3m2 m3 ρ
0 m3 m2 0
0 ρ 0 m2

 ,

and

C =


m3 0 m1 0
0 m3 m2 0
m1 m2 3m3 ρ
0 0 ρ m3

 ,

we see that equation (1.2) is equivalent to the following symmetric quasilinear
hyperbolic system

St +ASx1 +BSx2 + CSx3 = 0. (2.5)

Then the local existence and uniqueness of classical solutions to this system follows
directly from Majda [28]. �

3. Blow-up criteria

In this section, we turns to establish the blow-up criteria for equations (1.1) and
prove Theorem 1.2. The basic idea is still to use the energy method.

Proof of Theorem 1.2. Recalling the estimates for I, II, · · · , V in the proof of
Theorem 1.1, we have

d

dt

(
‖m‖2Hk−1 + ‖ρ‖2Hk

)
≤ C (‖m‖L∞ + ‖∇m‖L∞ + ‖∇u‖L∞

+‖ρ‖L∞ + ‖∇ρ‖L∞)
(
‖m‖2Hk−1 + ‖ρ‖2Hk

)
,

which implies that

‖m‖2Hk−1 + ‖ρ‖2Hk ≤
(
‖m0‖2Hk−1 + ‖ρ0‖2Hk

)
× eC

∫ t
0

(‖m‖L∞+‖∇m‖L∞+‖∇u‖L∞+‖ρ‖L∞+‖∇ρ‖L∞ )dτ , (3.1)

by Gronwall’s inequality. Thus it is sufficient to prove that each time integral in
the exponential function on the right hand side is bounded under the assumption
of Theorem 1.2.



TWO-COMPONENT EULER-POINCARÉ EQUATIONS 11

We first assume that
∫ T

0
‖∇u‖L∞dτ < ∞ so as to control other time integrals

on the right hand side of (3.1). Firstly, we show that ρ can be bounded by ∇u
indeed. To this end, we take the L2(RN ) inner product of equation (1.1)2 with
|ρ|p−2ρ, (p > 2), and use the integration by parts to have

1

p

d

dt
‖ρ‖pLp = −

∫
|ρ|p∇·u− 1

p

∫
u·∇|ρ|p =

(
1

p
− 1

)∫
|ρ|p∇·u ≤ 2‖ρ‖pLp‖∇·u‖L∞ ,

and thus
d

dt
‖ρ‖Lp ≤ 2‖ρ‖Lp‖∇ · u‖L∞ . (3.2)

Then Gronwall’s inequality yields that

‖ρ‖Lp ≤ ‖ρ0‖Lpe2
∫ t
0
‖∇·u‖L∞dτ .

Letting p→∞, we obtain

‖ρ‖L∞ ≤ ‖ρ0‖L∞e2
∫ t
0
‖∇·u‖L∞dτ , (3.3)

which is bounded by the assumption. Then we turn to ∇ρ and m. Applying D
to both sides of the second equation of (1.1) and taking the L2(RN ) inner product
with |Dρ|p−2Dρ, we deduce that

1

p

d

dt
‖Dρ‖pLp = −

∫
|Dρ|p∇ · u−

∫
|Dρ|p−2Dρρ∇ ·Du−

∫
|Dρ|p−2DρDu · ∇ρ

+
1

p

∫
|Dρ|p∇ · u

≤ 3‖Dρ‖pLp‖Du‖L∞ + ‖Dρ‖p−1
Lp ‖ρ‖L∞‖D

2u‖Lp

≤ 3‖Dρ‖pLp‖Du‖L∞ + ‖Dρ‖p−1
Lp ‖ρ‖L∞‖m‖Lp ,

which implies that

d

dt
‖Dρ‖Lp ≤ 3 (‖Dρ‖Lp‖Du‖L∞ + ‖ρ‖L∞‖m‖Lp) . (3.4)

Similarly, we take the L2(RN ) inner product of the first equation of (1.1) with
|m|p−2m to get

1

p

d

dt
‖m‖pLp = −

∫
|m|p−2m · (u · ∇)m−

∫
|m|p−2m · (∇u)Tm−

∫
|m|p−2m∇ · u

−
∫
|m|p−2m · ρ∇ρ

≤ 3‖m‖pLp‖Du‖L∞ + ‖m‖p−1
Lp ‖ρ‖L∞‖Dρ‖Lp ,

and thus
d

dt
‖m‖Lp ≤ 3 (‖m‖Lp‖Du‖L∞ + ‖ρ‖L∞‖Dρ‖Lp) ,

which together with (3.4) yields that

d

dt
(‖m‖Lp + ‖Dρ‖Lp) ≤ 3 (‖Du‖L∞ + ‖ρ‖L∞) (‖m‖Lp + ‖Dρ‖Lp) . (3.5)

It then follows from Gronwall’s inequality that

‖m‖Lp + ‖Dρ‖Lp ≤ (‖m0‖Lp + ‖Dρ0‖Lp) e3
∫ t
0

(‖Du‖L∞+‖ρ‖L∞ )dτ , (3.6)

which is bounded by the assumption and (3.3). By letting p→∞, we also have

‖m‖L∞ + ‖Dρ‖L∞ ≤ (‖Dm0‖L∞ + ‖Dρ0‖L∞) e3
∫ t
0

(‖Du‖L∞+‖ρ‖L∞ )dτ <∞. (3.7)
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Next, we turn to bound ‖Dm‖L∞ . For this purpose, we apply D to both sides of
the first equation of (1.1), take the L2(RN ) inner product of |Dm|p−2Dm and then
deduce that

1

p

d

dt
‖Dm‖pLp ≤ 4

∫
|Dm|p|Du|+ 2

∫
|Dm|p−1|m||D2u|+

∫
|Dm|p−1|Dρ|2

+

∫
|Dm|p−1|ρ||D2ρ|

≤ 4‖Dm‖pLp‖Du‖L∞ + 2‖Dm‖p−1
Lp ‖m‖L∞‖D

2u‖Lp

+ ‖Dm‖p−1
Lp ‖Dρ‖L∞‖Dρ‖Lp + ‖Dm‖p−1

Lp ‖ρ‖L∞‖D
2ρ‖Lp .

Hence, we obtain

d

dt
‖Dm‖Lp ≤ 4

(
‖Dm‖Lp‖Du‖L∞ + ‖ρ‖L∞‖D2ρ‖Lp

)
+ 2 (‖m‖L∞‖m‖Lp + ‖Dρ‖L∞‖Dρ‖Lp) . (3.8)

To close this inequality, we apply D2 to both sides of the second equation of (1.1),
take the L2(RN ) inner product with |D2ρ|p−2D2ρ and then have

1

p

d

dt
‖D2ρ‖pLp ≤ 3

∫
|D2ρ|p|Du|+

∫
|D2ρ|p−1|Dρ||D2u|+

∫
|D2ρ|p−1|ρ||D3u|

≤ 3‖D2ρ‖pLp‖Du‖L∞ + ‖D2ρ‖p−1
Lp ‖Dρ‖L∞‖D

2u‖Lp + ‖D2ρ‖p−1
Lp ‖ρ‖L∞‖D

3u‖Lp ,

which implies that

d

dt
‖D2ρ‖Lp ≤ 3

(
‖D2ρ‖Lp‖Du‖L∞ + ‖ρ‖L∞‖Dm‖Lp

)
+ ‖Dρ‖L∞‖m‖Lp . (3.9)

Combining (3.8) with (3.9) yields that

d

dt

(
‖Dm‖Lp + ‖D2ρ‖Lp

)
≤ 4 (‖Du‖L∞ + ‖ρ‖L∞)

(
‖Dm‖Lp + ‖D2ρ‖Lp

)
+ 2 (‖m‖L∞ + ‖Dρ‖L∞) (‖m‖Lp + ‖Dρ‖Lp) . (3.10)

Thus it follows from Gronwall’s inequality that

‖Dm‖Lp + ‖D2ρ‖Lp

≤
(
‖m0‖Lp + ‖Dρ0‖Lp +

∫ t

0

2 (‖m‖L∞ + ‖Dρ‖L∞) (‖m‖Lp + ‖Dρ‖Lp) dτ

)
× e4

∫ t
0

(‖Du‖L∞+‖ρ‖L∞ )dτ ,

which is bounded by the assumption, (3.3) and (3.6). In particular, by letting
p→∞, we get

‖Dm‖L∞ ≤
(
‖m0‖L∞ + ‖Dρ0‖L∞ + 2

∫ t

0

(
‖m‖L∞ + ‖Dρ‖L∞

)2

dτ

)
× e4

∫ t
0

(‖Du‖L∞+‖ρ‖L∞ )dτ <∞. (3.11)

We substitute (3.3), (3.7) and (3.11) into (3.1) and then complete the proof of the
conclusion

lim
t→T

(‖u(t)‖Hk+1 + ‖ρ(t)‖Hk) <∞ if and only if

∫ T

0

‖∇u(τ)‖L∞dτ <∞.
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Now we consider the Ḃ0
∞,∞-norm case and assume that∫ T

0

(
‖Du(τ)‖Ḃ0

∞,∞
+ ‖ρ(τ)‖Ḃ0

∞,∞

)
dτ <∞. (3.12)

It follows from (3.1) and Sobolev embedding that

‖m‖2Hk−1 + ‖ρ‖2Hk ≤
(
‖m0‖2Hk−1 + ‖ρ0‖2Hk

)
eC

∫ t
0 (‖m‖W2,p+‖ρ‖W2,p)dτ ,

for any p > N . Thus it is sufficient to prove that the two integrals on the right hand
side are bounded under the assumption (3.12). For this purpose, we first recall the
following logarithmic Sobolev inequality

‖f‖L∞(RN ) ≤ C
(

1 + ‖f‖Ḃ0
∞,∞(RN ) log

(
1 + ‖f‖W 1,p(RN )

))
for any N < p < ∞ (see e.g. [32]). Applying this inequality to (3.2) and (3.5)
yields

d

dt
(‖m‖Lp + ‖ρ‖W 1,p) ≤3 (‖Du‖L∞ + ‖ρ‖L∞) (‖m‖Lp + ‖ρ‖W 1,p)

≤C
(

1 + ‖Du‖Ḃ0
∞,∞

+ ‖ρ‖Ḃ0
∞,∞

)
log (1 + ‖m‖Lp + ‖ρ‖W 1,p)

× (‖m‖Lp + ‖ρ‖W 1,p) .

(3.13)

It then follows from Gronwall’s inequality and the assumption (3.12) that

‖m(t)‖Lp + ‖ρ(t)‖W 1,p < +∞ for any 0 < t < T. (3.14)

Similarly, by (3.10), we have

d

dt

(
‖Dm‖Lp + ‖D2ρ‖Lp

)
≤ 4 (‖Du‖L∞ + ‖ρ‖L∞)

(
‖Dm‖Lp + ‖D2ρ‖Lp

)
+ 2 (‖m‖L∞ + ‖Dρ‖L∞) (‖m‖Lp + ‖Dρ‖Lp)

≤C
(

1 + ‖Du‖Ḃ0
∞,∞

+ ‖ρ‖Ḃ0
∞,∞

)
log (1 + ‖m‖Lp + ‖ρ‖W 1,p)

×
(
‖Dm‖Lp + ‖D2ρ‖Lp

)
+ C (‖m‖Lp + ‖Dρ‖Lp) (‖m‖W 1,p + ‖ρ‖W 2,p) ,

which together with (3.13) yields that

d

dt
(‖m‖W 1,p + ‖ρ‖W 2,p)

≤ C
(

1 + ‖Du‖Ḃ0
∞,∞

+ ‖ρ‖Ḃ0
∞,∞

+ ‖m‖Lp + ‖Dρ‖Lp
)

× (log (1 + ‖m‖W 1,p + ‖ρ‖W 2,p)) (‖m‖W 1,p + ‖ρ‖W 2,p) . (3.15)

Then by Gronwall’s inequality, (3.14) and the assumption (3.12), we see that

‖m(t)‖W 1,p + ‖ρ(t)‖W 2,p < +∞ for any 0 < t < T. (3.16)

It remains to bound ‖D2m‖Lp . This can be done with the aid of bounding ‖D3ρ‖Lp .
Indeed, we can apply D3 and D2 to both sides of equation (1.1)2 and (1.1)1, and
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take the L2(RN ) inner product of |D3ρ|p−2D3ρ and of |D2m|p−2D2m, respectively,
to deduce that

d

dt

(
‖D2m‖Lp + ‖D3ρ‖Lp

)
≤ C

(
‖Du‖L∞ + ‖D2u‖L∞ + ‖m‖L∞ + ‖ρ‖L∞ + ‖Dρ‖L∞

)
×
(
‖Dm‖Lp + ‖D2m‖Lp + ‖D2ρ‖Lp + ‖D3ρ‖Lp

)
.

Combining this inequality with (3.15), we obtain

d

dt
(‖m‖W 2,p + ‖ρ‖W 3,p)

≤ C
(

1 + ‖Du‖Ḃ0
∞,∞

+ ‖ρ‖Ḃ0
∞,∞

+ ‖m‖W 1,p + ‖ρ‖W 2,p

)
× (log (1 + ‖m‖W 2,p + ‖ρ‖W 3,p)) (‖m‖W 2,p + ‖ρ‖W 3,p) .

Hence, by Gronwall’s inequality, (3.16) and the assumption (3.12), we have

‖m(t)‖W 2,p + ‖ρ(t)‖W 3,p < +∞ for any 0 < t < T.

Then we see

lim
t→T

(‖u(t)‖Hk+1 + ‖ρ(t)‖Hk) <∞

if and only if ∫ T

0

(
‖∇u(τ)‖Ḃ0

∞,∞
+ ‖ρ(τ)‖Ḃ0

∞,∞

)
dτ <∞.

This completes the proof of Theorem 1.2. �

4. Blow-up solutions and global solutions

In this section, we will show that for a large class of smooth initial data with
some concentration property, the solutions to equations (1.1) will blow up in finite
time. For the decoupled system (1.3), we also obtain the precise blow-up estimates
and a global existence result. The class of functions that we consider here was
first introduced by [27] for the one-component Euler-Poincaré equations (1.3), but
their argument cannot directly apply to our case. This is because the appearance
of the component ρ makes the discussion on ψ(0, t) inconvenient, which is the key
in [27]. To overcome this difficulty, our basic strategy is to transfer the higher
dimensional problem to a one-dimensional problem, from which a nonlocal integral
arises. For the resulting one-dimensional problem, we will first use the following
classical lemma to construct an ordinary differential inequality, whose solution will
yield the desired result.

Lemma 4.1 (Constantin-Escher [8]). Let T > 0 and ω ∈ C1([0, T );H2(R)). Then
for every t ∈ [0, T ), there exists at least one point ξ(t) ∈ R with

m(t) := inf
x∈R

ωx(x, t) = ωx(ξ(t), t).

The function m(t) is absolutely continuous on (0, T ) with

dm

dt
= ωtx(ξ(t), t), a. e. on (0, T ).
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Then to deal with the nonlocal integral, we need to use the Littlewood-Paley
decomposition theory. Finally, we also need to recall a basic fact as follows. For
smooth solutions of equations (1.1) with enough spatial decay, the following con-
servation law holds∫ (

|u|2 + α2|∇u|2 + 2ρ2
)

(t) =

∫ (
|u0|2 + α2|∇u0|2 + 2ρ2

0

)
, (4.1)

for all t ≥ 0, which can be deduced by integrating by parts in equations (1.1).

Proof of Theorem 1.3. Without loss of generality, we may set α = 1. We
will use ∂r to denote the radial derivative whenever there is no confusion. The
notation (1−∆)−1f(r) means (1−∆)−1f(x) is a radial function and the notation
∆(1−∆)−1f(r) can be similarly understood.

Let (∂rψ(r, t), ρ(r, t)) be the unique solution of the first order partial differential
equations

∂t∂rψ(r, t)− ψ(r, t)∂rψ(r, t) +
(
(1−∆)−1ψ

)
(r, t)∂rψ(r, t)

+ ∂r
(
∂r
(
(1−∆)−1ψ

)
∂rψ

)
(r, t) = −1

2
∂rρ

2(r, t),

∂tρ(r, t) = −∂r
(
(1−∆)−1ψ

)
(r, t)∂rρ(r, t)

+ ρ(r, t)
(
(−∆)(1−∆)−1ψ

)
(r, t)

(4.2)

in [0,+∞) × [0, T ) with initial data (∂rψ0, ρ0). Set u := ∇(1 −∆)−1ψ, or equiva-
lently, ψ(x, t) = ∆−1divm = ∆−1(1−∆)div u. Then (u, ρ) is radial and will solve
equation (1.1). By uniqueness, (u, ρ) is the unique solution of equation (1.1) with
initial data (u0, ρ0).

We claim that ∫ T∗

0

‖∇ · u‖L∞dτ = +∞ for some T ∗ ≥ T,

which implies that (u, ρ) will blow up at T ∗ by the blow-up criterion (see Theorem
1.2). We will prove our claim by contradiction argument. Indeed, if the calim is
false, we may assume that∫ T0

0

‖∇ · u‖L∞dτ < +∞ for any T0 > 0. (4.3)

To deduce a contradiction, we integrate the first equation of (4.2) on [r,+∞) and
obtain

∂tψ(r, t) =
1

2
ψ2(r, t) +

∫ ∞
r

(
(1−∆)−1ψ

)
(s, t)∂sψ(s, t)ds

− ∂r
(
(1−∆)−1ψ

)
(r, t)∂rψ(r, t)− 1

2
ρ2(r, t).

Define ω(r, t) :=
∫ r

0
ψ(s, t)ds for r ≥ 0 and extend ω(r, t) to all of r ∈ R by odd

reflection, that is,

ω(r, t) =


∫ r

0

ψ(s, t)ds, for r ≥ 0;

−
∫ −r

0

ψ(s, t)ds, for r < 0.
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One has from Theorem 1.1 and direct computations that ω ∈ C1([0, T0);H2(R)).
Thus by Lemma 4.1, we see that there exists ξ(t) ≥ 0 such that

M(t) := ψ(ξ(t), t) = sup
r≥0

ψ(r, t), for any t ∈ [0, T0) (4.4)

and
dM
dt

= ∂tψ(ξ(t), t), a. e. on (0, T0). (4.5)

We now prove that M(t) blows up at some finite time T1. Notice

∂rψ(ξ(t), t) = 0, for a. e. t ∈ (0, T0),

which together with (4.2) yield that at r = ξ(t),

∂tψ(ξ(t), t) =
1

2
ψ2(ξ(t), t) +

∫ ∞
ξ(t)

(
(1−∆)−1ψ

)
(s, t)∂sψ(s, t)ds− 1

2
ρ2(ξ(t), t).

Then by (4.5) we have

dM
dt

=
1

2
M2(t) +

∫ ∞
ξ(t)

(
(1−∆)−1ψ

)
(s, t)∂sψ(s, t)ds− 1

2
ρ2(ξ(t), t). (4.6)

Notice that (3.3) and (4.3) imply that ‖ρ‖L∞ ≤ ‖ρ0‖L∞e2
∫ T0
0 ‖∇·u‖L∞dτ < (2C0)

1
2

for some C0 and any t ∈ [0, T0], which together with (4.6) yield that

dM
dt
≥ 1

2
M2(t) +

∫ ∞
ξ(t)

(
(1−∆)−1ψ

)
(s, t)∂sψ(s, t)ds− C0. (4.7)

We need to estimate the nonlocal integration in (4.7). For this purpose, we use the
integration by parts to obtain∫ ∞

ξ(t)

(
(1−∆)−1ψ

)
(s, t)∂sψ(s, t)ds

=ψ(s, t)
(
(1−∆)−1ψ

)
(s, t)

∣∣∞
s=ξ(t)

−
∫ ∞
ξ(t)

∂s
(
(1−∆)−1ψ

)
(s, t)ψ(s, t)ds

= −M(t)
(
(1−∆)−1ψ

)
(ξ(t), t)−

∫ ∞
ξ(t)

∂s
(
(1−∆)−1ψ

)
(s, t)ψ(s, t)ds.

It is straightforward to see by u = (1−∆)−1∇ψ that∣∣∣∣∣
∫ ∞
ξ(t)

∂s
(
(1−∆)−1ψ

)
(s, t)ψ(s, t)ds

∣∣∣∣∣
.
∫
RN

∣∣ ((1−∆)−1∇ψ
)

(x, t)
∣∣|ψ(x, t)|

|x|N−1
dx =

∫
RN

|u(x, t)||ψ(x, t)|
|x|N−1

dx

≤
∫
|x|≤1

|u(x, t)||ψ(x, t)|
|x|N−1

dx+ ‖u(t)‖L2‖ψ(t)‖L2 := K1 +K2.

(4.8)

We first estimate K2. By the conservation law (4.1), one has

|K2| . (‖u0‖H1 + ‖ρ0‖L2) ‖ψ(t)‖L2 . (‖ψ0‖L2 + ‖ρ0‖L2) ‖ψ(t)‖L2 .

To control the L2 norm of ψ, we will use the Littlewood-Paley decomposition to
decompose ψ into low frequency parts and high frequency ones. Indeed, for any
t ∈ [0, T0), we have

‖ψ(t)‖L2 ≤ ‖∆0ψ(t)‖L2 + ‖(1−∆0)ψ(t)‖L2 . (4.9)
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Denoting

Tij = uiuj +
1

2
δij |u|2 +∇ui · ∇uj − ∂iu · ∂ju+

1

2
δij |∇u|2,

and using (1.1)1, we have

∂iψ(t) = ∂iψ(0)−
N∑
j=1

∫ t

0

∂jTij(τ)dτ − 1

2

∫ t

0

∂iρ
2(τ)dτ.

It then follows from Young’s inequality and the conservation law (4.1) that

‖∆0ψ‖L2 .
N∑

i,j=1

‖∆0∆−1∂i∂jψ0‖L2

+

N∑
i,j=1

∫ t

0

(
‖∆0∆−1∂i∂jTij(τ)‖L2 + ‖∆0∆−1∂i∂jρ

2(τ)‖L2

)
dτ

. ‖ψ0‖L2 +

∫ t

0

(
‖T (τ)‖L1 + ‖ρ2(τ)‖L1

)
dτ

. ‖ψ0‖L2 +

∫ t

0

(
‖u(τ)‖2L2 + ‖∇u(τ)‖2L2 + ‖ρ(τ)‖2L2

)
dτ

. ‖ψ0‖L2 +
(
‖u0‖2L2 + ‖∇u0‖2L2 + ‖ρ0‖2L2

)
t

. ‖ψ0‖L2 +
(
‖ψ0‖2L2 + ‖ρ0‖2L2

)
t.

(4.10)

By using the conservation law (4.1) again, we have

N∑
i,j=1

‖(1−∆)−1∂i∂jψ(t)‖L2 . ‖∇u(t)‖L2 . ‖u0‖L2+‖∇u0‖L2+‖ρ0‖L2 . ‖ψ0‖L2+‖ρ0‖L2 ,

which implies that

‖(1−∆0)ψ(t)‖L2 . ‖ψ0‖L2 + ‖ρ0‖L2 . (4.11)

Plugging the estimates (4.10) and (4.11) into (4.9), we obtain

‖ψ(t)‖L2 . (‖ψ0‖L2 + ‖ρ0‖L2) (1 + t (‖ψ0‖L2 + ‖ρ0‖L2)) , (4.12)

which implies that

|K2| .
(
‖ψ0‖2L2 + ‖ρ0‖2L2

)
(1 + t (‖ψ0‖L2 + ‖ρ0‖L2)) .

To estimate K1, we first take p, q and s such that

2 < p < 6, q > 2, s(N − 1) < N,
1

p
+

1

q
+

1

s
= 1.

Then Hölder’s inequality yields that

|K1| ≤ ‖u‖Lp‖ψ‖Lq
∥∥∥|x|−(N−1)

∥∥∥
Ls(B(0,1))

. ‖u‖Lp‖ψ‖Lq .

Since

‖u‖Lp ≤ C‖u‖
1+N

p −
N
2

L2 ‖∇u‖
N
2 −

N
p

L2 ≤ C
and

‖ψ‖Lq ≤ ‖ψ‖
2
q

L2‖ψ‖
q−2
q

L∞ ≤ C(M(t)+1) (1 + ‖ψ0‖L2 + ‖ρ0‖L2) (1 + t (‖ψ0‖L2 + ‖ρ0‖L2))
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by the interpolation, the conservation law (4.1) and (4.12), we have

|K1| ≤ ‖u‖Lp‖ψ‖Lq
∥∥∥|x|−(N−1)

∥∥∥
Ls(B(0,1))

. ‖u‖Lp‖ψ‖Lq ,

which together with the estimates (4.7)-(4.8) yields that

dM
dt
≥ 1

3
M2(t)−M(t)

(
(1−∆)−1ψ

)
(ξ(t), t)

− C
(
‖ψ0‖2L2 + ‖ρ0‖2L2

)
(1 + t (‖ψ0‖L2 + ‖ρ0‖L2)) . (4.13)

We will still need the estimates for
(
(1−∆)−1ψ

)
(ξ(t), t). This can be done as

follows. By the Littlewood-Paley decomposition and Bernstein’s inequality, we
have

‖(1−∆)−1ψ(t)‖L∞ ≤ ‖∆K(1−∆)−1ψ(t)‖L∞ + ‖(1−∆K)(1−∆)−1ψ(t)‖L∞

≤ C‖ψ(t)‖L2 +
1

12
‖ψ(t)‖L∞

(4.14)

for some K large enough. Then plugging (4.4), (4.12) and (4.14) into (4.13), we
obtain

dM
dt
≥ 1

4
M2(t)− CM(t) (‖ψ0‖L2 + ‖ρ0‖L2) (1 + t (‖ψ0‖L2 + ‖ρ0‖L2))

− C
(
‖ψ0‖2L2 + ‖ρ0‖2L2

)
(1 + t (‖ψ0‖L2 + ‖ρ0‖L2)) . (4.15)

If M(0) = ψ0(0) ≥ C (‖ψ0‖L2 + ‖ρ0‖L2) for some C large enough, the inequality
(4.15) implies that M(t) will blow up at some finite time T1. Moreover, we have

M(t) ≥ c(T1 − t)−1 (4.16)

for some c > 0.
Since ∇ · u = −ψ + (1−∆)−1ψ, we can use (4.12), (4.14) and (4.16) to obtain

‖∇ · u‖∞ ≥ ‖ψ‖∞ − ‖(1−∆)−1ψ‖∞ ≥
3

4
‖ψ‖∞ −C‖ψ‖L2 ≥ 3

4
M(t)−C(T1 + 1)

≥ c(T1 − t)−1,

which implies that ∫ T1

0

‖∇ · u‖L∞dτ = +∞.

This contradicts to the assumption (4.3). Thus we complete the proof of the claim
and then that of Theorem 1.3. �

Proof of Proposition 1.1. Similar to the proof of Theorem 1.3, let ψ(r, t), be
the unique solution of the partial differential equation

∂t∂rψ(r, t)− ψ(r, t)∂rψ(r, t) +
(
(1−∆)−1ψ

)
(r, t)∂rψ(r, t)

+ ∂r
(
∂r
(
(1−∆)−1ψ

)
∂rψ

)
(r, t) = 0, (4.17)

with initial data ψ0. Set u := ∇(1−∆)−1ψ, or equivalently, ψ(x, t) = ∆−1divm =
∆−1(1 − ∆)div u. Then u is radial and will solve equation (1.3). By uniqueness,
u is the unique solution of equation (1.3) with initial data u0. Thus, we pay our
attention to ψ.



TWO-COMPONENT EULER-POINCARÉ EQUATIONS 19

(i) To obtain the blow-up estimates, we integrate (4.17) on [r,+∞) and then
obtain

∂tψ(r, t) =
1

2
ψ2(r, t) +

∫ ∞
r

(
(1−∆)−1ψ

)
(s, t)∂sψ(s, t)ds

− ∂r
(
(1−∆)−1ψ

)
(r, t)∂rψ(r, t). (4.18)

Define ω(r, t) :=
∫ r

0
ψ(s, t)ds for r ≥ 0 and extend ω(r, t) to all of r ∈ R by

odd reflection. It then follows from Theorem 1.1 and a direct computation that
ω ∈ C1([0, T );H2(R)). Thus by Lemma 4.1, we see that there exists ξ(t) ≥ 0 such
that

M(t) := ψ(ξ(t), t) = sup
r≥0

ψ(r, t), for any t ∈ [0, T )

and
dM
dt

= ∂tψ(ξ(t), t), a. e. on (0, T ).

To show that u blows up at some time T ∗ and obtain its blow-up estimate, we
notice that

‖∇ · u‖∞ ≥ ‖ψ‖∞ − ‖(1−∆)−1ψ‖∞ ≥
3

4
‖ψ‖∞ − C‖ψ‖L2 ≥ 3

4
M(t)− C(T ∗ + 1),

and

‖∇ · u‖∞ ≤ ‖ψ‖∞ + ‖(1−∆)−1ψ‖∞ ≤
5

4
‖ψ‖∞ + C‖ψ‖L2 ≤ 5

4
M(t) + C(T ∗ + 1),

which can be deduced by using a similar estimate as the proof of Theorem 1.3.
Thus we just need to establish the blowup of M(t) and its blow-up estimate. For
this purpose, we take r = ξ(t) in (4.18) and then obtain

dM
dt

=
1

2
M2(t) +

∫ ∞
ξ(t)

(
(1−∆)−1ψ

)
(s, t)∂sψ(s, t)ds.

Thus we can use a similar procedure as the proof of Theorem 1.3 to estimate the
integral term and then obtain

dM
dt
≥ 1

4
M2(t)− CM(t)‖ψ0‖L2 (1 + t‖ψ0‖L2)− C‖ψ0‖2L2 (1 + t‖ψ0‖L2)

and

dM
dt
≤ 3

4
M2(t) + CM(t)‖ψ0‖L2 (1 + ‖ψ0‖L2) + C‖ψ0‖2L2 (1 + t‖ψ0‖L2) ,

which implies thatM(t) will blow up at some finite time T ∗ provided that ψ0(0) ≥
C‖ψ0‖L2 for some C > 0 large enough. Moreover, the blow-up rate estimate is
given by

c(T ∗ − t)−1 ≤M(t) ≤ C(T ∗ − t)−1

for some C > c > 0. This completes the proof of Proposition 1.1 (i).
(ii) Now we show the existence of global solutions. We will repeat some deriva-

tions similar to (i) by setting ζ(r, t) := −ψ(r, t). Instead of (4.17), we can obtain

∂t∂rζ(r, t) + ζ(r, t)∂rζ(r, t)−
(
(1−∆)−1ζ

)
(r, t)∂rζ(r, t)

− ∂r
(
∂r
(
(1−∆)−1ζ

)
∂rζ
)

(r, t) = 0.
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Integrating this equation on [r,+∞) yields that

∂tζ(r, t) = −1

2
ζ2(r, t)−

∫ ∞
r

(
(1−∆)−1ζ

)
(s, t)∂sζ(s, t)ds

+ ∂r
(
(1−∆)−1ζ

)
(r, t)∂rζ(r, t). (4.19)

It follows from Lemma 4.1 that there exists η(t) ≥ 0 such that

M(t) := ζ(η(t), t) = sup
r≥0

ζ(r, t), for any t ∈ [0, T )

and then
dM

dt
= −1

2
M2(t)−

∫ ∞
η(t)

(
(1−∆)−1ζ

)
(s, t)∂sζ(s, t)ds.

Similar to the proof of (i), we can deduce that

dM

dt
≤ −1

4
M2(t) + CM(t)‖ψ0‖L2 (1 + t‖ψ0‖L2) + C‖ψ0‖2L2 (1 + t‖ψ0‖L2)

≤ −1

8
M2(t) + C‖ψ0‖2L2

(
1 + t2‖ψ0‖2L2

)
.

Notice that M(0) = −ψ(0) > 0. A simple bootstrap argument implies that on any
[0, T ], M(t) can be bounded above. On the other hand, if we rewrite equation (4.19)
as

∂tζ(r, t) +

(
1

2
ζ(r, t) + ζ−1(r, t)

∫ ∞
r

(
(1−∆)−1ζ

)
(s, t)∂sζ(s, t)ds

)
ζ(r, t)

− ∂r
(
(1−∆)−1ζ

)
(r, t)∂rζ(r, t) = 0,

then the method of characteristics argument yields ζ(r, t) > 0, since ζ(r, 0) =
−ψ(r) > 0 for any r ≥ 0. Thus M(t) can also be bounded below. Indeed, if we
check the proof of Lemma 4.1 in [8], we have M(t) ≥ 0.

We now use the blow-up criterion to conclude the proof of the global existence.
By Bernstein’s inequality and Sobolev embedding, we have

‖Du(t)‖Ḃ0
∞,∞

=
∥∥D2(1−∆)−1ψ

∥∥
Ḃ0
∞,∞
≤ C ‖ψ(t)‖Ḃ0

∞,∞
≤ C ‖ψ(t)‖L∞ ≤ C|M(t)| ≤ C,

for any 0 ≤ t ≤ T . Notice that

‖∇ · u(t)‖L∞ =
∥∥∆(1−∆)−1ψ

∥∥
L∞

= C

∥∥∥∥∫
RN

K(y) (ψ(x− y)− ψ(x)) dy

∥∥∥∥
L∞

≤ C
∫
RN

K(y)dx ‖ψ(t)‖L∞ = C|M(t)|

≤ C for any 0 ≤ t ≤ T,

where K is the Bessel potential and is defined by the Fourier transform F(K)(ξ) =
(1 + |ξ|2)−1. Summarily, we have

‖Du(t)‖Ḃ0
∞,∞
≤ C for any 0 ≤ t ≤ T.

By the blow-up criterion, we conclude that the corresponding solution u exists for
all time t > 0. This completes the proof of Proposition 1.1 (ii). �
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5. Limit problem

In this section, we show that the two-component Euler-Poincaré equations (1.1)
can be regarded as an approximation of the one-component Euler-Poincaré equa-
tions (1.3) or a dispersion regularization of the limited equations (1.2) in some
sense. To do this, our basic strategy is to establish the energy estimates for the
difference of the approximation solution and the limit solution.

Proof of Theorem 1.4. (i) By setting un := un − u and mn := mn −m, we
have mn = un − α2∆un. After a simple calculation, we see that (un, ρn) satisfies

mnt + un · ∇mn + u · ∇mn + (∇un)Tmn + (∇u)Tmn

+mndivun + mndivu+ ρn∇ρn = 0,

ρnt +∇ρn · un +∇ρn · u+ ρndivun + ρndivu = 0.

(5.1)

Taking the L2(RN ) inner product of the first equation of (5.1) with un and inte-
grating by parts, we obtain

1

2

d

dt

(
‖un‖2L2 + α2‖∇un‖2L2

)
= −

∫
un · (un · ∇)mn −

∫
un · (u · ∇)mn −

∫
un · (∇un)Tmn −

∫
un · (∇u)Tmn

−
∫

un ·mndivun −
∫

un ·mndivu−
∫

un · ρn∇ρn

= −
∫

un · (u · ∇)mn −
∫

un · (∇u)Tmn −
∫

un ·mndivu−
∫

un · ρn∇ρn,

(5.2)

where we used the identity∫
un · (un · ∇)mn +

∫
un · (∇un)Tmn +

∫
un ·mndivun = 0,

which can be obtained by the integration by parts. Similarly, we take the L2(RN )
inner product of the second equation of (5.1) with ρn and then have

1

2

d

dt
‖ρn‖2L2 = −

∫
ρn∇ρn · un −

∫
ρn∇ρn · u−

∫
ρ2
ndivun −

∫
ρ2
ndivu. (5.3)

Adding (5.2) to (5.3) and integrating by parts, we obtain

1

2

d

dt

(
‖un‖2L2 + α2‖∇un‖2L2 + ‖ρn‖2L2

)
= −

∫
un · (u · ∇)mn −

(∫
un · (∇u)Tmn +

∫
un ·mndivu

)
− 1

2

∫
ρ2
ndivu

:= I1 + I2 + I3.

(5.4)
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We now estimate I1, I2 and I3 as follows. For I1, we use the fact mn = un−α2∆un
and integration by parts to obtain

I1 = −
∫

un · (u · ∇)un + α2

∫
un · (u · ∇)∆un

=

∫
|un|2divu+ α2

1

2

∫
|∇un|2divu+

N∑
j=1

∫
unj∇unj · ∇divu+

N∑
i,j=1

∫
∂iunj∇unj · ∇ui


. ‖∇u‖L∞‖un‖2L2 + α2

(
‖∇u‖L∞‖∇un‖2L2 + ‖∇2u‖L∞‖un‖L2‖∇un‖L2

)
.
(
‖∇u‖L∞ + ‖∇2u‖L∞

) (
‖un‖2L2 + α2‖∇un‖2L2

)
.

Similarly,

I2 = −
(∫

un · (∇u)Tun +

∫
|un|2divu

)
+ α2

∫
un · (∇u)T∆un + α2

∫
un ·∆undivu

= −
(∫

un · (∇u)Tun +

∫
|un|2divu

)
− α2

N∑
i,j=1

(∫
∇uni · ∇unj∂iuj +

∫
uni∇∂iuj · ∇unj

)

− α2
N∑
i=1

(∫
|∇uni|2divu+

∫
uni∇uni · ∇divu

)
. ‖∇u‖L∞‖un‖2L2 + α2

(
‖∇u‖L∞‖∇un‖2L2 + ‖∇2u‖L∞‖un‖L2‖∇un‖L2

)
.
(
‖∇u‖L∞ + ‖∇2u‖L∞

) (
‖un‖2L2 + α2‖∇un‖2L2

)
.

For I3, it is direct to see that

I3 ≤
1

2
‖∇u‖L∞‖ρn‖2L2 .

Plugging the estimates for I1, I2 and I3 into (5.4), we obtain

d

dt

(
‖un‖2L2 + α2‖∇un‖2L2 + ‖ρn‖2L2

)
≤ C

(
1 + ‖∇u‖L∞ + ‖∇2u‖L∞

) (
‖un‖2L2 + α2‖∇un‖2L2 + ‖ρn‖2L2

)
,

which together with the Gronwall’s inequality implies that

‖un(t)‖2L2 + α2‖∇un(t)‖2L2 + ‖ρn(t)‖2L2

≤
(
‖un0‖2L2 + α2‖∇un0‖2L2 + ‖ρn0‖2L2

)
eC

∫ t
0 (1+‖∇u(τ)‖L∞+‖∇2u(τ)‖L∞)dτ

≤
(
‖un0‖2L2 + α2‖∇un0‖2L2 + ‖ρn0‖2L2

)
eC

∫ t
0 (1+‖u(τ)‖

Hk)dτ .

If we drop all the terms involving α in the previous proof, the conclusion is still
true. This completes the proof of Theorem 1.4 (i).

(ii) Set m := u− α2∆u. Then we can deduce that (u, ρ) satisfies

mt+u·∇m+(∇u)Tm+m divu = −α2
(
∆ut + u · ∇∆u+ (∇u)T∆u+ ∆udivu

)
−ρ∇ρ.
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To consider the desired limit, we denote ū := uα − u, m̄ := mα −m = ū − α2∆ū
and ρ̄ := ρα − ρ. It then follows from the equations for (u, ρ) and (uα, ρα) that


m̄t + ū · ∇m̄+ ū · ∇m+ u · ∇m̄+ (∇ū)T m̄+ (∇ū)Tm+ (∇u)T m̄+ m̄ divū

+mdiv ū+ m̄ divu
= α2

(
∆ut + u · ∇∆u+ (∇u)T∆u+ ∆udivu

)
− (ρ̄∇ρ̄+∇(ρρ̄)) ,

ρ̄t + ū · ∇ρ̄+ ū · ∇ρ+ u · ∇ρ̄+ ρ̄∇ · ū+ ρ∇ · ū+ ρ̄∇ · u = 0.
(5.5)

Taking the L2(RN ) inner product of (5.5)1 and (5.5)2 with ū and ρ̄, respectively,
and then integrating by parts, we can find that

1

2

d

dt

(
‖ū‖2L2 + α2‖∇ū‖2L2

)
= −

∫
ū · (u · ∇)m̄−

∫
ū · m̄divu−

∫
ū · (∇u)T m̄

+ α2

(∫
ū ·∆ut +

∫
ū · (u · ∇)∆u+

∫
ū · (∇u)T∆u+

∫
ū ·∆udivu

)
−
(∫

ū · ρ̄∇ρ̄+

∫
ū · ∇(ρρ̄)

)

and

1

2

d

dt
‖ρ̄‖2L2 = −

∫
ρ̄ū · ∇ρ̄−

∫
ρ̄ū · ∇ρ−

∫
ρ̄u · ∇ρ̄

−
∫
ρ̄2∇ · ū−

∫
ρ̄ρ∇ · ū−

∫
ρ̄2∇ · u.

Here we used the identities∫
ū · (ū · ∇)m̄+

∫
ū · m̄ divū+

∫
ū · (∇ū)T m̄ = 0,

and ∫
ū · (ū · ∇)m+

∫
ū ·m divū+

∫
ū · (∇ū)Tm = 0.

Combining the above two equalities and integrating by parts, we obtain

1

2

d

dt

(
‖ū‖2L2 + ‖ρ̄‖2L2 + α2‖∇ū‖2L2

)
= −

∫
ū · (u · ∇)m̄−

(∫
ū · m̄ divu+

∫
ū · (∇u)T m̄

)
−
(∫

ρ̄ū · ∇ρ+
1

2

∫
ρ̄2∇ · u

)
+ α2

(∫
ū ·∆ut +

∫
ū · (u·)∇∆u+

∫
ū · (∇u)T∆u+

∫
ū ·∆udivu

)
:= J1 + J2 + J3 + J4.
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The estimates for J1 and J2 are similar to that for I1 and I2, respectively. Indeed,
by using m̄ = ū− α2∆ū and integrating by parts, we can deduce that

J1 =

∫
m̄ · (u · ∇)ū+

∫
(m̄ · ū)(∇ · u)

=
1

2

∫
(∇ · u)|ū|2 + α2

∫
(∇ · u)|∇ū|2 + α2

N∑
i,k=1

∫
∂kū · (∂kui∂iū+ ū∂i∂kui)

≤ ‖ū‖2L2‖Du‖L∞ + α2‖∇ū‖2L2‖Du‖L∞ + α2‖∇ū‖L2‖ū‖L2‖D2u‖L∞

≤
(
‖Du‖L∞ + ‖D2u‖L∞

) (
‖ū‖2L2 + α2‖∇ū‖2L2

)
.

Similarly,

J2 = −
∫ (
|ū|2divu+ ū · (∇u)T ū

)
+ α2

N∑
k=1

∫ (
∂kū · (∂kūdivu+ ū∂kdivu) +

(
∂kū · (∇u)T + ū · (∇∂ku)T

)
∂kū

)
≤ C

(
‖Du‖L∞ + ‖D2u‖L∞

) (
‖ū‖2L2 + α2‖∇ū‖2L2

)
.

For J3 and J4, we have

J3 ≤ (‖Du‖L∞ + ‖Dρ‖L∞)
(
‖ū‖2L2 + ‖ρ̄‖2L2

)
,

and

J4 ≤ α2‖ū‖L2

(
‖∆ut‖L2 + ‖u‖L∞‖D3u‖L2 + ‖Du‖L∞‖D2u‖L2

)
≤ ‖ū‖2L2 + α4

(
‖∆ut‖L2 + ‖u‖L∞‖D3u‖L2 + ‖Du‖L∞‖D2u‖L2

)2
.

Summarizing the above estimates, we have

1

2

d

dt

(
‖ū‖2L2 + ‖ρ̄‖2L2 + α2‖∇ū‖2L2

)
≤ C

(
1 + ‖Du‖L∞ + ‖D2u‖L∞ + ‖Dρ‖L∞

) (
‖ū‖2L2 + ‖ρ̄‖2L2 + α2‖∇ū‖2L2

)
+ α4C

(
‖∆ut‖L2 + ‖u‖L∞‖D3u‖L2 + ‖Du‖L∞‖D2u‖L2

)2
≤ C (1 + ‖u‖Hk + ‖ρ‖Hk−1)

(
‖ū‖2L2 + ‖ρ̄‖2L2 + α2‖∇ū‖2L2

)
+ α4C

(
1 + ‖u‖C1([0,T ];H2) + ‖u‖3Hk

)2
.

Then it follows from Gronwall’s inequality that

‖ū‖2L2 + ‖ρ̄‖2L2 + α2‖∇ū‖2L2 ≤ C
(
α4 + ‖ū0‖2L2 + ‖ρ̄0‖2L2 + α2‖∇ū0‖2L2

)
,

where C is a positive constant depending only on ‖u‖C([0,T ],Hk), ‖u‖C1([0,T ];H2) and
‖ρ‖C([0,T ];Hk−1). This completes the proof of Theorem 1.4 (ii). �

6. Liouville type result for the stationary solutions

In this section, we prove a Liouville type result for the weak stationary solutions
to equations (1.1) and (1.2). We first introduce the definition of the weak stationary
solutions as follows.
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Definition 6.1. A stationary weak solution to equation (1.1) is a pair (u, ρ) ∈
H1(RN )× L2(RN ) such that for i = 1, 2, · · · , N , the identities

N∑
j=1

∫
Tij∂jφi +

N∑
j,k=1

∫
Sijk∂j∂kφi +

1

2

∫
ρ2∂iφi = 0 and

∫
ρu · ∇φ = 0 (6.1)

hold for any test functions (φ1, φ2, · · · , φN ) and φ ∈ C∞0 (RN ), where

Tij = uiuj +
1

2
δij |u|2 + α∇ui · ∇uj − α∂iu · ∂ju+

1

2
αδij |∇u|2, Sijk = αuj∂kui.

Similarly, a stationary weak solution to equation (1.2) is a pair (u, ρ) ∈ L2(RN )×
L2(RN ) such that for i = 1, 2, · · · , N , the indentities

N∑
j=1

∫ (
uiuj +

1

2
δij |u|2

)
∂jφi +

1

2

∫
ρ2∂iφi = 0 and

∫
ρu · ∇φ = 0

hold for any test functions (φ1, φ2, · · · , φN ) and φ ∈ C∞0 (RN ).

Theorem 6.1. Suppose (u, ρ) is a stationary weak solution to equation (1.1) or
(1.2). Then u = 0 and ρ = 0.

Remark 6.1. Theorem 6.1 shows that a stationary weak solution is vacuum, ρ = 0,
provided that the spatial infinity is vacuum, i.e., ρ→ 0 as |x| → ∞.

Proof of Theorem 6.1. The method is similar to [4, 5], where the case ρ = 0
is investigated. Indeed, to prove the conclusion, we do not use the equation of
continuity (6.1)2 and the term related to ρ in (6.1)1 is harmful. Here, we give a
sketch of the proof for completeness.

We first consider the case α > 0. Take φi(x) := xiϕR(x) := xiϕ
(
x
R

)
, where

ϕ(x) ∈ C∞0 (RN ) is a radial bump function supported in the ball |x| ≤ 2 and equal
to one on the ball |x| ≤ 1, that is,

ϕ(x) = 1 for |x| ≤ 1, ϕ(x) = 0 for |x| ≥ 2, and 0 ≤ ϕ(x) ≤ 1 for 1 < |x| < 2.

Then a direct computation yields

N∑
i=1

∫
TiiϕR(x)

= −
N∑

i,j=1

∫
Tijxj∂iϕR(x)−

N∑
i,k=1

∫
Siik∂kϕR(x)−

N∑
i,j=1

∫
Siji∂jϕR(x)

−
N∑

i,j,k=1

∫
Siikxi∂j∂kϕR(x)− N

2

∫
ρ2ϕR(x)− 1

2

N∑
i=1

∫
ρ2xi∂iϕR(x).
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It follows from the integration by parts that

1

2

∫ (
(N + 2)|u|2 +Nα|∇u|2 +Nρ2

)
ϕR(x)

= −
N∑

i,j=1

∫
Tijxj∂iϕR(x)−

N∑
i,k=1

∫
(Siik + Siki) ∂kϕR(x)

−
N∑

i,j,k=1

∫
Siikxi∂j∂kϕR(x)− 1

2

N∑
i=1

∫
ρ2xi∂iϕR(x)

:= J1 + J2 + J3 + J4.

We estimate J1, J2, J3 and J4 term by term. For J1, we have

|J1| ≤
1

R

∫ ∫
R≤|x|≤2R

|T ||x||∇ϕ| ≤ 2‖∇ϕ‖L∞
∫
R≤|x|≤2R

|T | → 0,

as R→∞, where T = (Tij). Similarly, we denote by S = (Sijk) and deduce that

|J2| ≤
2

R

∫
|S||∇ϕ| ≤ 1

R
‖∇ϕ‖L∞

∫
|S| → 0,

and

|J3| ≤
1

R2

∫
|S||x||∇2ϕ| ≤ 1

R
‖∇2ϕ‖L∞

∫
|S| → 0,

as R→∞. For J4, we have

|J4| ≤
1

R

∫ ∫
R≤|x|≤2R

ρ2|x||∇ϕ| ≤ 2‖∇ϕ‖L∞
∫
R≤|x|≤2R

ρ2 → 0

as R→∞. Summarily, we obtain

lim
R→∞

1

2

∫ (
(N + 2)|u|2 +Nα|∇u|2 +Nρ2

)
ϕR(x) = 0.

That is, ∫ (
(N + 2)|u|2 +Nα|∇u|2 +Nρ2

)
= 0,

which implies that u = 0 and ρ = 0.
If we drop all the terms involving α in the previous proof, the conclusion is still

true. This completes the proof of Theorem 6.1. �
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equations, Comm. Math. Phys., 314(2012), 671-687.

[6] M. Chen, S. Liu, and Y. Zhang, A 2-component generalization of the Camassa-Holm equation

and its solutions, Lett. Math. Phys., 75(2006), 1-15.
[7] A. Chertock, J.-G. Liu and T. Pendleton, Convergence of a particle method and global weak

solutions of a family of evolutionary PDEs, SIAM J. Numer. Anal., 50 (2012), 1-21.

[8] A. Constantin and J. Escher, Wave breaking for nonlinear nonlocal shallow water equations,
Acta Math., 181(1998), 229-243.

[9] A. Constantin and J. Escher, Global existence and blow-up for a shallow water equation,

Annali Sc. Norm. Sup. Pisa, 26 (1998), 303-328.
[10] A. Constantin and R. Ivanov, On an integrable two-component Camassa-Holm shallow water

system, Phys. Lett. A, 372(2008), 7129-7132.
[11] Y. Duan and J. Liu, Convergence analysis of the vortex blob method for the b-equation,

Discrete Contin. Dyn. Syst. Ser. A, In press.

[12] J. Escher, O. Lechtenfeld, and Z. Yin, Well-posedness and blow-up phenomena for the 2-
Component Camassa-Holm equation, Discret. Contin. Dyn. Syst., 19(2007), 493-513.

[13] G. Falqui, On a Camassa-Holm type equation with two dependent variables, J. Phys. A:

Math. Gen., 39 (2006), 327-342.
[14] F. Gay-Balmaz, Well-posedness of higher dimensional Camassa-Holm equations on manifolds

with boundary, preprint.

[15] K. Grunert, H. Holden and X. Raynaud, Global solutions for the two-component Camassa-
Holm system, Comm. Partial Differential Equations, 37(2012), 2245-2271.

[16] C. Guan and Z. Yin, Global existence and blow-up phenomena for an integrable two-

component Camassa-Holm shallow water system, J. Differential Equations, 248 (2010), 2003-
2014.

[17] C. Guan and Z. Yin, Global weak solutions for a two-component Camassa-Holm shallow
water system, J. Functional Analysis, 260(2011), 1132-1154.

[18] G. Gui and Y. Liu, On the Cauchy problem for the two-component Camassa-Holm system,

Math. Z., 268(2011), 45-66.
[19] G. Gui and Y. Liu, On the global existence and wave-breaking criteria for the two-component

Camassa-Holm system, J. Functional Analysis, 258(2010), 4251-4278.

[20] D. Holm, J. Marsden, and T. Ratiu, Euler-Poincaré equations and semi-directproducts with
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