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Abstract. This paper is concerned with the Vlasov-Poisson-Boltzmann system for plasma particles of
two species in three space dimensions. The Boltzmann collision kernel is assumed to be angular non-

cutoff with −3 < γ < −2s and 1/2 ≤ s < 1, where γ, s are two parameters describing the kinetic and

angular singularities, respectively. We establish the global existence and convergence rates of classical
solutions to the Cauchy problem when initial data is near Maxwellians. This extends the results in

[10, 11] for the cutoff kernel with −2 ≤ γ ≤ 1 to the case −3 < γ < −2 as long as the angular singularity
exists instead and is strong enough, i.e., s is close to 1. The proof is based on the time-weighted energy

method building also upon the recent studies of the non cutoff Boltzmann equation in [13] and the

Vlasov-Poisson-Landau system in [21].
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1. Introduction

1.1. Problem. We consider the following Vlasov-Poisson-Boltzmann system describing the motion of
plasma particles of two species (e.g. ions and electrons) in the whole space R3, cf. [23]:

∂tF+ + v · ∇xF+ + E · ∇vF+ = Q(F+, F+) +Q(F−, F+),

∂tF− + v · ∇xF− − E · ∇vF− = Q(F−, F−) +Q(F+, F−).
(1.1)

The self-consistent electrostatic field takes the form of E(t, x) = −∇xφ, with the electric potential φ
satisfying

−∆φ =

∫
R3

(F+ − F−) dv, φ→ 0 as |x| → ∞. (1.2)

The initial data of the system is given as

F±(0, x, v) = F±,0(x, v). (1.3)

Here, the unknown F±(t, x, v) ≥ 0 stand for the velocity distribution functions for the particles with
position x = (x1, x2, x3) ∈ R3 and velocity v = (v1, v2, v3) ∈ R3 at time t ≥ 0. The bilinear collision
operator Q(F,G) on the right-hand side of (1.1) is defined by

Q(F,G)(v) =

∫
R3

∫
S2

B(v − u, σ)[F (u′)G(v′)− F (u)G(v)] dudσ,
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where in terms of velocities v and u before the collision, velocities v′ and u′ after the collision are defined
by

v′ =
v + u

2
+
|v − u|

2
σ, u′ =

v + u

2
− |v − u|

2
σ.

The Boltzmann collision kernel B(v − u, σ) ≥ 0 depends only on the relative velocity |v − u| and on the
deviation angle θ given by cos θ = 〈σ, (v − u)/|v − u|〉, where 〈 , 〉 is the usual dot product in R3. As
in [13], without loss of generality, we suppose that B(v − u, σ) is supported on cos θ ≥ 0. Notice also
that all the physical parameters, such as the particle masses and the light speed, and all other involving
constants, have been chosen to be unit for simplicity of presentation. Throughout the paper, the collision
kernel is further supposed to satisfy the following assumptions:

• B(v − u, σ) takes the product form in its argument as

B(v − u, σ) = Φ(|v − u|)b(cos θ)

with Φ and b being nonnegative functions.
• The angular function σ → b(〈σ, (v − u)/|v − u|〉) is not integrable on S2, i.e.∫

S2

b(cos θ) dσ = 2π

∫ π
2

0

sin θb(cos θ) dθ =∞.

Moreover, there are cb > 0, 0 < s < 1 such that

cb
θ1+2s

≤ sin θb(cos θ) ≤ 1

cbθ1+2s
, ∀ 0 < θ ≤ π

2
.

• The kinetic function z → Φ(|z|) satisfies

Φ(|z|) = CΦ|z|γ

for a contant CΦ > 0, where the exponent γ > −3 is determined by the intermolecular interactive
mechanism.

It is convenient to call soft potentials when −3 < γ < −2s, and hard potentials when γ + 2s ≥ 0. The
current work will be restricted to the case of −3 < γ < −2s and 1/2 ≤ s < 1. Recall that when the
intermolecular interactive potential takes the inverse power law in the form of U(|x|) = |x|−(`−1) with
2 < ` < ∞, the collision kernel B(v − u, σ) in three space dimensions satisfies the above assumptions
with γ = `−5

`−1 and s = 1
`−1 , and our restriction corresponds to the condition 2 < ` < 3 in terms of `. Note

γ → −3 and s → 1 as ` → 2 in the limiting case, for which the grazing collisions between particles are
dominated and the Boltzmann collision term has to be replaced by the classical Landau collision term
for the Coulomb potential, cf. [35]. As far as the global classical solutions near Maxwellians to the pure
Boltzmann equation with angular cutoff in the absence of any force are concerned, we only mention Ukai
[33], Ukai-Asano [34], Caflisch [4], and Guo [16].

In the paper our goal is to establish the global existence of solutions to the Cauchy problem (1.1)-(1.3)
of the Vlasov-Poisson-Boltzmann system near the global Maxwellian equilibrium states. This issue was
firstly investigated by Guo [20] for the hard-sphere model of the Vlasov-Poisson-Boltzmann system in a
periodic box. Since then, the robust energy method was also developed in [19] to deal with the hard-sphere
Boltzmann equation even with the self-consistent electric and magnetic fields; see also [15, 17, 22, 24, 37].
However, the non hard-sphere case has remained open for general collision potentials either with the
Grad’s angular cutoff assumption or not. Until recently, Guo [21] made further progress in proving the
global existence of classical solutions to the Vlasov-Poisson-Landau system in a periodic box for the
most important Coulomb potential. One of the key points in the proof there is to design a new velocity
weight depending on the order of space and velocity derivatives so as to capture the anisotropic dissipation
property of the linearized Landau operator. Due to the recent study of the non cutoff Boltzmann equation
independently by Gressman-Strain [13, 14] and AMUXY [1, 2, 3], it is now well known that the linearized
Boltzmann operator without angular cutoff has the similar anisotropic dissipation phenomenon with the
Landau, cf. [5, 18]. Therefore, as mentioned in [21], it is also interesting to see whether or not the approach
in [21] can be applied to the non cutoff Vlasov-Poisson-Boltzmann system for the non hard-sphere model;
see also [32] and [25] for two recent applications.

On the other hand, basing on the time weighted energy method, [10, 11, 12] recently developed another
approach for the study of the Boltzmann or Landau equation with external forces for general collision
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potentials. The main difference with [21] is to introduce another kind of time-velocity dependent weight
function which can induce the extra dissipation mechanism to compensate the weaker dissipation of the
linearized collision operator in the case of non hard-sphere models, particularly physically interesting soft
potentials. Unfortunately, for the Vlasov-Poisson-Boltzmann system with angular cutoff, the problem was
solved only in the case of −2 ≤ γ ≤ 1 and is still left open for the very soft potential case −3 < γ < −2.
In this paper, building on [13] and [29], we will extend the results in [10, 11] for the cutoff kernel with
−2 ≤ γ ≤ 1 to the non cutoff case −3 < γ < −2 as long as the angular singularity exists instead and it
is strong enough, i.e., s is close to 1.

1.2. Reformulation. In what follows we will reformulate the problem as in [20, 19]. Denote a normalized
global Maxwellian µ by

µ(v) =
1

(2π)
3
2

exp
(
−|v|2/2

)
.

Set F±(t, x, v) = µ(v) +
√
µ(v)f±(t, x, v). Denote by [·, ·] the column vectors F = [F+, F−], f = [f+, f−]

and f0 = [f0,+, f0,−]. Then the Cauchy problem (1.1)-(1.3) can be reformulated as

∂tf + v · ∇xf − q∇xφ · ∇vf +∇xφ · v
√
µq1 + Lf = Γ(f, f)− q

2
v · ∇xφf, (1.4)

−∆φ =

∫
R3

(f+ − f−)
√
µ(v) dv, φ→ 0 as |x| → ∞, (1.5)

with given initial data
f(0, x, v) = f0(x, v). (1.6)

Here, q = diag(1,−1), q1 = [1,−1]. L are Γ are the linearized and nonlinear collision operators, respec-
tively. For f = [f+, f−] and g = [g+, g−],

Lf = [L+f, L−f ] ,

L±f = −µ−1/2
{

2Q
(
µ, µ1/2f±

)
+Q

(
µ1/2{f± + f∓}, µ

)}
,

and

Γ(f, g) = [Γ+(f, g),Γ−(f, g)] ,

Γ±(f, g) = µ−1/2
{
Q
(
µ1/2f±, µ

1/2g±

)
+Q

(
µ1/2f∓, µ

1/2g±

)}
.

For later use, it is convenient to introduce the bilinear operator T by

T (g1, g2) =µ−1/2Q
(
µ1/2g1, µ

1/2g2

)
=

∫
R3

du

∫
S2

dσ B(v − u, σ)µ1/2(u) [g1(u′)g2(v′)− g1(u)g2(v)]
(1.7)

for two scalar functions g1, g2, and thus L = [L+, L−] and Γ = [Γ+,Γ−] can be rewritten as

L±f = −
{

2T
(
µ1/2, f±

)
+ T

(
f± + f∓, µ

1/2
)}

, (1.8)

Γ±(f, g) = T (f±, g±) + T (f∓, g±).

1.3. Basic properties of L. For scalar functions f±, the first part of the linearized Boltzmann collision
term L±f in (1.8) can be splitted as

−2T
(
µ1/2, f±

)
= −2

∫
R3

du

∫
S2

dσ B(v − u, σ)(f±(v′)− f±(v))µ1/2(u)µ1/2(u′) + 2ν̃(v)f±(v), (1.9)

where

ν̃(v) =

∫
R3

du

∫
S2

dσ B(v − u, σ)
(
µ1/2(u)− µ1/2(u′)

)
µ1/2(u).

The first term on the right-hand side of (1.9) contains a crucial Hilbert space structure, while for the
second term, Pao’s splitting

ν̃(v) = ν1(v) + ν2(v)

holds true, cf. [28], with the following known asymptotics

ν1(v) ∼ (1 + |v|2)
γ+2s

2 , ν2(v) . (1 + |v|2)
γ
2 .
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We now collect some basic properties of the linearized collision operator L as follows:

(i) As in [13], L can be decomposed as L = N +K. Here for f = [f+, f−], N f = [N+f,N−f ] is the
“norm part”, given by

N±f =− 2T
(
µ1/2, f±

)
− 2ν2(v)f±

=− 2

∫
R3

du

∫
S2

dσ B(v − u, σ)(f±(v′)− f±(v))µ1/2(u)µ1/2(u′) + 2ν1(v)f±(v).

Thus by using the pre-post collisional change of variables, N±g satisfies the identity

〈N±f, f±〉 =

∫
R3

du

∫
R3

dv

∫
S2

dσ B(v − u, σ)(f±(v′)− f±(v))2µ1/2(u)µ1/2(u′)

+ 2

∫
R3

dv ν1(v)|f±(v)|2.

Moreover, Kf = [K+f,K−f ] is the “compact part”, given by

K±f = −T
(
f+ + f−, µ

1/2
)

+ 2ν2(v)f±

= −
∫
R3

du

∫
S2

dσ B(v − u, σ)µ1/2(u)
[
(f+ + f−)(u′)µ1/2(v′)− (f+ + f−)(u)µ1/2(v)

]
+ 2ν2(v)f±(v).

(ii) As in [19], the null space of L is given by

N = kerL = span
{

[1, 0]µ1/2, [0, 1]µ1/2, [vi, vi]µ
1/2(1 ≤ i ≤ 3),

[
|v|2, |v|2

]
µ1/2

}
.

For given f(t, x, v), one can decompose f(t, x, v) uniquely as

f = Pf + (I−P)f.

Here, P denotes the orthogonal projection from L2
v × L2

v to N , defined by

Pf =
{
a+(t, x)[1, 0] + a−(t, x)[0, 1] + v · b(t, x)[1, 1] +

(
|v|2 − 3

)
c(t, x)[1, 1]

}√
µ, (1.10)

or equivalently P = [P+,P−] with

P±f =
{
a±(t, x) + v · b(t, x) +

(
|v|2 − 3

)
c(t, x)

}√
µ.

Notice that ∫
R3

ψ(v) · (I−P)f dv = 0, ∀ψ = [ψ+, ψ−] ∈ N .

(iii) For any fixed (t, x), L is nonnegative and further L is known to be locally coercive in the sense
that there is a constant λ > 0 such that, cf. [26, 27]

〈f, Lf〉 = 〈(I−P)f, L(I−P)f〉 ≥ λ
∥∥∥(1 + |v|2)

γ
4 (I−P)f

∥∥∥2

L2
v

.

1.4. Notations. Through the paper, C denotes some positive constant (generally large) and λ denotes
some positive constant (generally small), where both C and λ may take different values in different places.
A . B means that there is a generic constant C > 0 such that A 6 CB. A ∼ B means A . B and
B . A. For multi-indices α = [α1, α2, α3] and β = [β1, β2, β3], ∂αβ = ∂α1

x1
∂α2
x2
∂α3
x3
∂β1
v1 ∂

β2
v2 ∂

β3
v3 , and the length

of α is denoted by |α| = α1 + α2 + α3. α′ ≤ α means that no component of α′ is greater than the
component of α, and α′ < α means that α′ ≤ α and |α′| < |α|. 〈·, ·〉 denotes the L2 inner product in
R3
v, with the L2 norm | · |2 or | · |. For notational simplicity, (·, ·) denotes the L2 inner product either in

R3
x ×R3

v or in R3
x with the L2 norm || · ||. For ` ∈ R, H` denotes the usual Sobolev space. For q ≥ 1,

Zq denotes the space Zq = L2(R3
v;L

q(R3
x)) with the norm ‖f‖Zq =

∥∥‖f‖Lqx∥∥L2
v
.

We now list series of notations introduced in [13]. Let S ′(R3) be the space of the tempered distribution
functions. Ns

γ denotes the weighted geometric fractional Sobolev space

Ns
γ = {f ∈ S ′(R3) : |f |Nsγ <∞},
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with the anisotropic norm

|f |2Nsγ = |f |2L2
γ+2s

+

∫
R3

dv

∫
R3

dv′ (〈v〉〈v′〉)
γ+2s+1

2
(f(v)− f(v′))2

d(v, v′)3+2s
χd(v,v′)≤1,

where 〈v〉 =
√

1 + |v|2, L2
` for ` ∈ R denotes the weighted space with the norm

|f |2L2
`

=

∫
R3

dv 〈v〉`|f(v)|2,

the anisotropic metric d(v, v′) measuring the fractional differentiation effects is given by

d(v, v′) =

√
|v − v′|2 +

1

4
(|v|2 − |v′|2)2,

and χA is the indicator function of a set A. In R3 ×R3, we use ‖ · ‖Nsγ =
∥∥∥| · |Nsγ∥∥∥

L2
x

.

To the end, the velocity weight function w = w(v) always denotes

w(v) = 〈v〉−γ . (1.11)

Let ` ∈ R. The weighted fractional Sobolev norm is given by∣∣w`f ∣∣2
Hsγ

=
∣∣w`h∣∣2

L2
γ

+

∫
R3

dv

∫
R3

dv′
[
〈v〉

γ
2w`(v)f(v)− 〈v′〉

γ
2w`(v′)f(v′)

]2
|v − v′|3+2s

χ|v−v′|≤1,

which turns out to be equivalent with∣∣w`f ∣∣2
Hsγ

=

∫
R3

dv 〈v〉γ
∣∣∣(1−∆v)

s
2
(
w`(v)f(v)

)∣∣∣2 .
The velocity-weighted | · |Nsγ -norm is given by∣∣w`f ∣∣2

Nsγ
=
∣∣w`f ∣∣2

L2
γ+2s

+

∫
R3

dv

∫
R3

dv′ (〈v〉〈v′〉)
γ+2s+1

2 w2`(v)
(f(v)− f(v′))2

d(v, v′)3+2s
χd(v,v′)≤1.

Notice that, cf. [13, 14], ∣∣w`f ∣∣2
L2
γ+2s

+
∣∣w`f ∣∣2

Hsγ
.
∣∣w`f ∣∣2

Nsγ
.
∣∣w`f ∣∣2

Hsγ+2s

.

In R3 ×R3,
∥∥w`f∥∥

Hsγ
=
∥∥∥∣∣w`f ∣∣

Hsγ

∥∥∥
L2
x

and
∥∥w`f∥∥

Nsγ
=
∥∥∥∣∣w`f ∣∣

Nsγ

∥∥∥
L2
v

are used. For the integer K ≥ 0,

we also use the anisotropic space Ns
γ,K(R3 ×R3) containing the space-velocity derivatives, given by∥∥w`f∥∥2

Nsγ,K
=
∥∥w`f∥∥2

Nsγ,K(R3×R3)
=

∑
|α|+|β|≤K

∥∥w`∂αβ f∥∥2

Nsγ(R3×R3)
,

where we write ∣∣w`f ∣∣2
Nsγ,K

=
∣∣w`f ∣∣2

Nsγ,K(R3)
=
∑
|β|≤K

∣∣w`∂βf ∣∣2Nsγ(R3)

whenever only the velocity derivatives are involved. For integer K ≥ 0, we define the Sobolev space

|f |HK =
∑
|β|≤K

|∂βf |L2(R3) , ‖f‖HK =
∑

|α|+|β|≤K

∥∥∂αβ f∥∥L2(R3×R3)
.

For integer K ≥ 0 and ` ∈ R, we define the weighted Sobolev space∣∣w`f ∣∣
HK

=
∑
|β|≤K

∣∣w`∂βf ∣∣L2(R3)
,
∥∥w`f∥∥

HK
=

∑
|α|+|β|≤K

∥∥w`∂αβ f∥∥L2(R3×R3)
,

and ∣∣w`f ∣∣
HKγ

=
∑
|β|≤K

∣∣∣w`〈v〉 γ2 ∂βf ∣∣∣
L2(R3)

,
∥∥w`f∥∥

HKγ
=

∑
|α|+|β|≤K

∥∥∥w`〈v〉 γ2 ∂αβ f∥∥∥
L2(R3×R3)

.

Finally, we define BC ⊂ R3 to be the ball with center origin and radius C, and use L2(BC) to denote
the space L2 over BC and likewise for other spaces.
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1.5. Main results. To state the result of the paper, we introduce more notations. As in [21], for l ≥ 0,
α and β, we define the velocity weight function wl(α, β) by

wl(α, β)(v) = wl+K−|α|−|β|(v) = 〈v〉(−γ)(l+K−|α|−|β|), (1.12)

where K is an integer. Corresponding to given f = f(t, x, v), we define the instant energy functional El(t)
and the instant high-order energy functional Ehl (t), for l ≥ 0, to be functionals satisfying the equivalent
relations

El(t) ∼
∑
|α|≤K

‖∂αE(t)‖2 +
∑

|α|+|β|≤K

∥∥wl(α, β)∂αβ f(t)
∥∥2
, (1.13)

Ehl (t) ∼
∑
|α|≤K

‖∂αE(t)‖2 +
∑

1≤|α|≤K

‖∂αPf‖2 +
∑

|α|+|β|≤K

∥∥wl(α, β)∂αβ (I−P)f
∥∥2
, (1.14)

and define the dissipation rate functional Dl(t) by

Dl(t) =
∑

|α|≤K−1

‖∂αE(t)‖2 +
∑

1≤|α|≤K

‖∂αPf(t)‖2 +
∑

|α|+|β|≤K

∥∥wl(α, β)∂αβ (I−P)f(t)
∥∥2

Nsγ
. (1.15)

Here, E = E(t, x) is understood to be determined by f(t, x, v) in terms of

E = −∇xφ, φ =
1

4π|x|
∗x ρf , ρf =

∫
R3

(f+ − f−)
√
µ(v) dv.

The main result of the paper is stated as follows.

Theorem 1.1. Let −3 < γ < −2s, 1/2 ≤ s < 1. Fix l0 ≥ 0, 1/2 < p < 1, the integer K ≥ 8, and define

l1 =
5

4(1− p)
γ + 2s

γ
.

Let f0(x, v) = [f0,+(x, v), f0,−(x, v)] satisfy F±(0, x, v) = µ(v) +
√
µ(v)f0,±(x, v) ≥ 0, and∫

R3

ρf0 dx = 0,

∫
R3

(1 + |x|)|ρf0 | dx <∞. (1.16)

Then, there are functionals El(t) and Ehl (t) in the sense of (1.13) and (1.14) such that the following thing
holds true. If

ε0 =
√
El0+l1(0) +

∥∥wl2f0

∥∥
Z1

+ ‖(1 + |x|)ρ0‖L1 , (1.17)

is sufficiently small, where l2 >
5(γ+2s)

4γ is a constant, then there exists a unique global solution f(t, x, v)

to the Cauchy problem (1.4)-(1.6) of the Vlasov-Poisson-Boltzmann system such that F±(t, x, v) = µ(v)+√
µ(v)f±(t, x, v) ≥ 0 and

El0+l1(t) . ε20, (1.18)

El0(t) . ε20(1 + t)−
3
2 , (1.19)

Ehl0(t) . ε20(1 + t)−
3
2−p, (1.20)

for any t ≥ 0.

Some remarks are given as follows. Notice that l0 can take zero while the choice of other parameters
l1, l2, K and p could not be optimal in order for initial data to have the weaker regularity and velocity
moments. The restriction of those parameters is related to obtaining the following closed a priori estimate

X(t) . ε20 +X
3
2 (t) +X2(t)

with respect to the time-weighted energy norm X(t) defined by

X(t) = sup
0≤τ≤t

El0+l1(τ) + sup
0≤τ≤t

(1 + τ)
3
2 El0(τ) + sup

0≤τ≤t
(1 + τ)

3
2 +pEhl0(τ). (1.21)

Here, the parameter p is introduced to take care the time-decay of the high-order energy functional Ehl0(t).

The time decay rate (1 + t)−
3
2−p for Ehl0(t) in (1.20) is not optimal compared to the linearized system; see

Theorem 4.1 given later on. It is then of interest to upgrade it to (1 + t)−5/2, that is to prove (1.20) in
the case of p = 1, and we will make a further discussion of possibility at the end of the paper. Moreover,
similar results in the hard potential case γ+2s ≥ 0 with 0 < s < 1 could be considered in the simpler way,
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but for the soft potential case −3 < γ < −2s in Theorem 1.1, the restriction s ≥ 1/2 is necessary in our
proof due to the technique of the approach; we will clarify this point later. The assumptions concerning
(1.16) and (1.17) arise from the linearized analysis of the Vlasov-Poisson-Boltzmann system in order to
assure the strong enough time-decay rate of the linearized solution operator; see (4.25) in the proof of
Theorem 4.1.

In what follows let us point out several key technical points in the proof of Theorem 1.1. First of all,
we emphasize the role of the velocity weight wl(α, β) in (1.12). Such weight was firstly introduced in
[30, 31] to deal with the time decay of the Boltzmann equation for soft potentials on torus, and it was
also used recently in [21] to investigate the Vlasov-Poisson-Landau system for Coulomb potentials. In
fact, the linearized non cutoff Boltzmann operator enjoys the anisotropic dissipation norm

‖f‖2Nsγ & ‖〈v〉
γ+2s

2 f‖2 + ‖〈v〉
γ
2 (1−∆v)

s
2 f‖2. (1.22)

Then, in terms of this dissipation norm, the choice of wl(α, β) should depend on the weighted estimates
on the linear term v · ∇xf and two nonlinear terms ∇xφ · ∇vf and v · ∇xφf . For v · ∇xf , one has to
bound (

∂α+ei
β−ei f, w

2
l (α, β)∂αβ f

)
(1.23)

with |α| + |β| ≤ K and |β| ≥ 1. For simplicity of presentation, let f be purely microscopic, i.e. f =
(I − P)f . Since |β| ≥ 1, the trick is to do the splitting ∂αβ f = ∂ei∂

α
β−eif in the inner product term

above, write in a rough way the first-order velocity differentiation as ∂ei = ∂
1/2
ei ∂

1/2
ei , and further use

wl(α, β) = wl(α, β− ei)〈v〉γ to gain the degenerate velocity weight, so that (1.23) can be bounded by the
dissipation norm

‖〈v〉
γ
2 (1−∆v)

s
2 [wl(α, β − ei)∂αβ−eif ]‖2 + ‖〈v〉

γ
2 (1−∆v)

s
2 [wl(α+ ei, β − ei)∂α+ei

β−ei f ]‖2

up to some other controllable terms, where s ≥ 1/2 was used. Notice that two terms in the sum above
correspond to the second term on the right-hand side of (1.22), and they also have velocity differentiation
whose order is |β − ei| less than |β|. For ∇xφ · ∇vf , one has to meet with the estimate on the trilinear
inner product term (

∂α1+eiφ∂α−α1

β+ei
f, w2

l (α, β)∂αβ f
)

with |α|+ |β| ≤ K and 0 < α1 ≤ α. For this term, we use the same trick to make estimates as for (1.23)

by writing ∂α−α1

β+ei
f = ∂ei∂

α−α1

β f and ∂ei = ∂
1/2
ei ∂

1/2
ei . For v · ∇xφf , one has to bound(

vi∂
α1+eiφ∂α−α1

β f, w2
l (α, β)∂αβ f

)
with |α| + |β| ≤ K and 0 < α1 ≤ α. Since ∂α−α1f losses at least one space differentiation compared to
∂αf , one can gain the velocity moment 〈v〉γ from wl(α, β) so that

|vi|wl(α, β) ≤ 〈v〉γ+2swl(α− α1, β)

due to s ≥ 1/2 once again. Therefore, one can use the first part on the right-hand side of (1.22) from
the dissipation norm to bound∫

R3

∫
R3

|∂α1+eiφ| · |〈v〉
γ+2s

2 wl(α− α1, β)∂α−α1

β f | · |〈v〉
γ+2s

2 wl(α, β)∂αβ f | dxdv.

The second technical point concerns the wl(α, β)-weighted estimate on the nonlinear term Γ(f, f). The
corresponding results obtained in [13] can not be directly applied here, since the velocity weight function
depends on the total order of space-velocity differentiation. We will make some slight modifications
involving the distribution of weights. Essentially, whenever |v′|2 ∼ |v|2 + |u|2, instead of using w2`(v′) .
w2`(u)w2`(v), we estimate w2`(v′) as

w2`(v′) . w2`(u) + w2`(v).

The third point is to design the time-weighted norm X(t) in (1.21) to capture the dispersive property of
the Vlasov-Poisson-Boltzmann system in the case of the whole space R3. This trick has be been used in
[9] and the recent work [10, 11, 12], where the key issue is to apply the time-decay property of solutions
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to close all the nonlinear energy estimates. Specifically, due to the technique of the approach, one has to
deal with a term in the form of

‖∂tφ‖L∞El(t)

which can not be absorbed by the energy dissipation norm even under the smallness assumption on the
solution itself. Observe from the later proof that ‖∂tφ‖L∞ is bounded by the high-order energy functional
Ehl (t) and hence is time integrable as shown in [21]. Thus, it is natural to use a kind of time-weighted
norm to close the a priori estimates. On the other hand, notice that the study of the time-decay property
for the linearized system with or without the self-consistent forces is now well established; see [7, 8, 36]
for hard potentials and [29, 11] for soft potentials; see also [38] in terms of the energy method only.

The rest of the paper is arranged as follows. In Section 2, we list basic lemmas concerning the properties
of L and Γ in the functional framework of [13]. In Section 3, we present series of the wl(α, β)-weighted
estimates on all the nonlinear terms. Section 4 and Section 5 are concerned with the linearized analysis
for the time-decay property and the energy estimates to gain the macroscopic dissipation, respectively.
In Section 6 we make series of the a priori estimates through the energy method, and in Section 7 we
complete the proof Theorem 1.1.

2. Preliminaries

In this section, we list two basic lemmas which will be used in the later proof. Recall w = w(v) = 〈v〉−γ
in (1.11), and we always suppose −3 < γ < −2s and 1/2 ≤ s < 1. The first lemma concerns the coercivity
estimate on the linearized collision operators L; its proof can be found in [13, pp.783, Lemma 2.6 and
pp.829, Theorem 8.1].

Lemma 2.1. (i) It holds that

(Lg, g) & ‖(I−P)g‖2Nsγ . (2.1)

(ii) Let ` ∈ R. There is C > 0 such that

(
w2`Lg, g

)
&
∥∥w`g∥∥2

Nsγ
− C ‖g‖2L2(BC) .

(iii) Let β > 0, ` ∈ R. For any η > 0, there are Cη > 0, C > 0 such that

(
w2`∂βLg, ∂βg

)
&
∥∥w`∂βg∥∥2

Nsγ
− η

∑
β1≤β

∥∥w`∂β1
g
∥∥2

Nsγ
− Cη ‖g‖2L2(BC) .

The second lemma concerns the estimates on the nonlinear collision operator Γ. We point out that the
corresponding results obtained in [13, pp.817, Lemma 6.1] can not be directly applied here. One has to
make some slight modifications involving the distribution of weights. In fact, for the weighted estimate
on the triple inner product term 〈w2`∂αβΓ(g1, g2), ∂αβ g3〉, the weight w2` was assigned to every one of

the three functions g1, g2 and g3 in [13]. When the integration with respect to space variable is further
taken, Sobolev’s inequality must be used to control the L∞x -norm of either g1 or g2 so that the order of
x-derivatives should be lifted. However, the lifting is dangerous in the case when the weight wl(α, β) is
used for soft potentials. This can be seen by noticing that ` depends also on the order of x-derivatives
and hence the higher order x-derivatives are associated with the weaker weight.

Lemma 2.2. Let gi = [gi,+, gi,−] ∈ C∞0 (R3,R2), 1 ≤ i ≤ 3, and let |α|+ |β| ≤ K with α = α1 + α2 and
(β1, β2) ≤ β. Then for any ` ≥ 0 and m ≥ 0,
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(i) when |α1|+ |β1| ≤ K/2,∣∣∣(w2`∂αβΓ±(g1, g2), ∂αβ g3,±
)∣∣∣

.
∑

α1+α2=α

(β1,β2)≤β

∫
R3

∣∣∣∂α1

β1
g1

∣∣∣
2

∣∣∣w`∂α2

β2
g2

∣∣∣
Nsγ

∣∣w`∂αβ g3

∣∣
Nsγ

dx

+
∑

α1+α2=α

(β1,β2)≤β

∫
R3

∣∣∣w`∂α1

β1
g1

∣∣∣
2

∣∣∣∂α2

β2
g2

∣∣∣
Nsγ

∣∣w`∂αβ g3

∣∣
Nsγ

dx

+
∑

α1+α2=α

(β1,β2)≤β

∫
R3

∣∣∣w−m∂α1

β1
g1

∣∣∣
H2

∣∣∣w`∂α2

β2
g2

∣∣∣
Nsγ

∣∣w`∂αβ g3

∣∣
Nsγ

dx,

(2.2)

(ii) when |α1|+ |β1| ≥ K/2,∣∣∣(w2`∂αβΓ±(g1, g2), ∂αβ g3,±
)∣∣∣

.
∑

α1+α2=α

(β1,β2)≤β

∫
R3

∣∣∣∂α1

β1
g1

∣∣∣
2

∣∣∣w`∂α2

β2
g2

∣∣∣
Nsγ

∣∣w`∂αβ g3

∣∣
Nsγ

dx

+
∑

α1+α2=α

(β1,β2)≤β

∫
R3

∣∣∣w`∂α1

β1
g1

∣∣∣
2

∣∣∣∂α2

β2
g2

∣∣∣
Nsγ

∣∣w`∂αβ g3

∣∣
Nsγ

dx

+
∑

α1+α2=α

(β1,β2)≤β

∫
R3

∣∣∣w−m∂α1

β1
g1

∣∣∣
2

∣∣∣w`∂α2

β2
g2

∣∣∣
Nsγ,2

∣∣w`∂αβ g3

∣∣
Nsγ

dx.

(2.3)

To prove the lemma above, we need to make some preparations by recalling some notations used in
[13, pp.791–792]. Notice (1.7) for the definition of T . Consider the following inner product〈

w2`∂αβT (h1, h2), ∂αβh3

〉
=

∑
β1+β2+βµ=β

∑
α1+α1=α

Cβ,β1,βµ
α,α1

〈
w2`Tβµ(∂α1

β1
h1, ∂

α2

β2
h2), ∂αβh3

〉
,

where

Tβµ(h1, h2) =

∫
R3

du

∫
S2

dσ B(v − u, σ)
[
∂βµµ

1/2(u)
]

[h1(u′)h2(v′)− h1(u)h2(v)] .

Let {ηκ}κ=+∞
κ=−∞ be a partition on unity on (0,∞) such that |ηκ|∞ ≤ 1 and supp (ηκ) ⊂

[
2−κ−1, 2−κ

]
. For

each κ we use the notation

Bκ = B(v − u, σ)b

(〈
v − u
|v − u|

, σ

〉)
ηκ(|v − v′|). (2.4)

We now denote

T κ,`
+ (h1, h2, h3) =

∫
R3

du

∫
R3

dv

∫
S2

dσ Bκ(v − u, σ)h1(u)h2(v)

×
[
∂βµµ

1/2(u′)
]
h3(v′)w2`(v′),

T κ,`
− (h1, h2, h3) =

∫
R3

du

∫
R3

dv

∫
S2

dσ Bκ(v − u, σ)h1(u)h2(v)

×
[
∂βµµ

1/2(u)
]
h3(v)w2`(v).

On the other hand, we express the collision operator (1.7) using its dual formulation as in [13, A1]. In
fact, after a transformation, one can put cancellations on the function h2 as follows〈

w2`T (h1, h2), h3

〉
=

∫
R3

du

∫
R3

dv′
∫
Ev′u

dπv B̃(v − u, σ)h1(u)h3(v′)w2`(v′)
[
µ1/2(u′)h2(v)− µ1/2(u)h2(v′)

]
+ T `

∗ (h1, h2, h3),

(2.5)
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where u′ = u+ v − v′, the kernel B̃ is given by

B̃ = 4
B
(
v − u, 2v′−v−u

|2v′−v−u|

)
|v′ − u||v − u|

,

while the corresponding dual operator T `
∗ given by

T `
∗ (h1, h2, h3) =

∫
R3

dv′ h2(v′)h3(v′)w2`(v′)

∫
R3

duh1(u)
[
∂βµµ

1/2(u)
]

×
∫
Ev′u

dπv B̃

(
1− |v

′ − u|3+γ

|v − u|3+γ

)
.

is not differential at longer. In those integrals, dπv means the Lebesgue measure on the 2-dimensional
hyperplane Ev

′

u defined by Ev
′

u =
{
v ∈ R3 : 〈u− v′, v − v′〉 = 0

}
, and v is the variable of integration.

Note that in (2.5) we use T `
∗ with βµ = 0.

With the observation above, one can use the following alternative representations for T κ,`
+ as well as

T κ,`
∗ :

T κ,`
+ (h1, h2, h3) =

∫
R3

du

∫
R3

dv′
∫
Ev′u

dπv B̃κ(v − u, σ)

× h1(u)h2(v)
[
∂βµµ

1/2(u′)
]
h3(v′)w2`(v′),

T κ,`
∗ (h1, h2, h3) =

∫
R3

du

∫
R3

dv′
∫
Ev′u

dπv B̃κ(v − u, σ)

× h1(u)h2(v′)
[
∂βµµ

1/2(u)
]
h3(v′)w2`(v′).

Then for h1, h2, h3 ∈ S(R3), the pre-post collisional change of variables, the dual representation, and the
previous calculation guarantee that〈

w2`Tβ′(h1, h2), h3

〉
=

+∞∑
κ=−∞

{
T κ,`

+ (h1, h2, h3)−T κ,`
− (h1, h2, h3)

}
=T `
∗ (h1, h2, h3) +

+∞∑
κ=−∞

{
T κ,`

+ (h1, h2, h3)−T κ,`
∗ (h1, h2, h3)

}
.

(2.6)

To the end ζ(v) denotes an arbitrary smooth function satisfying for some positive constant λ that

|ζ(v)| ∼ e−λ|v|
2

. (2.7)

Now we collect estimates for the operators T κ,`
+ , T κ,`

− and T κ,`
∗ appearing in (2.6), which can be used to

prove Lemma 2.2. Notice that only the soft potential case −3 < γ < −2s with 1/2 ≤ s < 1 is considered
here.

Proposition 2.1. Let κ be an integer, m ≥ 0, ` ∈ R and ζ defined by (2.7).

(i) ∣∣∣T κ,`
− (h1, h2, h3)

∣∣∣ . 22sκ
∣∣w−mh1

∣∣
H2

∣∣w`h2

∣∣
L2
γ+2s

∣∣w`h3

∣∣
L2
γ+2s

,∣∣∣T κ,`
− (h1, h2, h3)

∣∣∣ . 22sκ
∣∣w−mh1

∣∣
L2

∣∣w`h2

∣∣
H2
γ+2s

∣∣w`h3

∣∣
L2
γ+2s

,

and ∣∣∣T κ,`
− (h1, h2, ζ)

∣∣∣+
∣∣∣T κ,`
− (h1, ζ, h2)

∣∣∣ . 22sκ
∣∣w−mh1

∣∣
L2

∣∣w−mh2

∣∣
L2 .

(ii) ∣∣T κ,`
∗ (h1, h2, h3)

∣∣ . 22sκ
∣∣w−mh1

∣∣
H2

∣∣w`h2

∣∣
L2
γ

∣∣w`h3

∣∣
L2
γ
,∣∣T κ,`

∗ (h1, h2, h3)
∣∣ . 22sκ

∣∣w−mh1

∣∣
L2

∣∣w`h2

∣∣
H2
γ

∣∣w`h3

∣∣
L2
γ
,

and ∣∣T κ,`
∗ (h1, h2, ζ)

∣∣+
∣∣T κ,`
∗ (h1, ζ, h2)

∣∣ . 22sκ
∣∣w−mh1

∣∣
L2

∣∣w−mh2

∣∣
L2 .
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(iii) ∣∣∣T κ,`
+ (h1, h2, h3)

∣∣∣ .22sκ |h1|L2

∣∣w`h2

∣∣
L2
γ+2s

∣∣w`h3

∣∣
L2
γ+2s

+ 22sκ
∣∣w`h1

∣∣
L2 |h2|L2

γ+2s

∣∣w`h3

∣∣
L2
γ+2s

+ 22sκ
∣∣w−mh1

∣∣
H2

∣∣w`h2

∣∣
L2
γ+2s

∣∣w`h3

∣∣
L2
γ+2s

,

(2.8)

∣∣∣T κ,`
+ (h1, h2, h3)

∣∣∣ .22sκ |h1|L2

∣∣w`h2

∣∣
L2
γ+2s

∣∣w`h3

∣∣
L2
γ+2s

+ 22sκ
∣∣w`h1

∣∣
L2 |h2|L2

γ+2s

∣∣w`h3

∣∣
L2
γ+2s

+ 22sκ
∣∣w−mh1

∣∣
L2

∣∣w`h2

∣∣
H2
γ+2s

∣∣w`h3

∣∣
L2
γ+2s

,

(2.9)

and ∣∣∣T κ,`
+ (h1, h2, ζ)

∣∣∣ . 2sκ
∣∣w−mh1

∣∣
L2

∣∣w−mh2

∣∣
L2 . (2.10)

Proof. First of all, notice that (i), (ii) and (2.10) in (iii) are the same as in [13, pp.803–804, Proposition
4.1, 4.2, 4.4, and pp.808, Proposition 4.8], and only (2.8) and (2.9) are different. For brevity, we prove
(2.8) only. The key point is to assign the velocity weight to h1 and h2 in a better way. The following
inequalities will be frequently used in the later proof:∫

S2

Bκ(v − u, σ) dσ . |v − u|γ
∫ 2−κ|v−u|−1

2−κ−1|v−u|−1

θ−1−2sdθ . 22sκ|v − u|γ+2s, (2.11)

where we recall (2.4) and the geometric relation |v′ − v| = |v − u| sin θ
2 .

On the region |v−u| ≥ 1, the singularity of |v−u|γ+2s is absent. Thus, by Cauchy-Schwarz’s inequality
and (2.11), we have∣∣∣T κ,`

+ (h1, h2, h3)
∣∣∣ .22sκ

(∫
R3

du

∫
R3

dv |v − u|2(γ+2s)〈v′〉−γ−2sµ1/4(u′)h3(v′)w2`(v′)

) 1
2

×
(∫

R3

du

∫
R3

dv h1(u)h2(v)〈v′〉γ+2sµ1/4(u′)w2`(v′)

) 1
2

.22sκ

(∫
R3

dv′ 〈v′〉γ+2s|h3(v′)|2w2`(v′)

) 1
2

×
(∫

R3

du

∫
R3

dv |h1(u)|2|h2(v)|2〈v′〉γ+2sµ1/4(u′)w2`(v′)

) 1
2

.

(2.12)

The first factor on the right-hand side of (2.12) is bounded by
∣∣w`h3

∣∣
L2
γ+2s

. For the second factor, in the

case when |v′|2 ≤ 1
2 (|v|2 + |u|2), since the collisional conversation laws imply µ

1
4 (u′) ≤ µ

1
8 (v)µ

1
8 (u), it

follows that 〈v′〉γ+2sµ1/4(u′)w2`(v′) . 〈v〉−m〈u〉−m for any nonnegative constant m. In the case when
|v′|2 ≥ 1

2 (|v|2 + |u|2) which implies |v′|2 ∼ |v|2 + |u|2, we have for ` ≥ 0,

w2`(v′) . w2`(u) + w2`(v),

and similarly 〈v′〉γ+2s . 〈v〉γ+2s, so that

〈v′〉γ+2sµ1/4(u′)w2`(v′) . 〈v〉γ+2s
(
w2`(u) + w2`(v)

)
.

Therefore, in both cases, the second factor on the right-hand side of (2.12) is bounded by

|h1|L2

∣∣w`h2

∣∣
L2
γ+2s

+
∣∣w`h1

∣∣
L2 |h2|L2

γ+2s
.

On the remaining region |v − u| ≤ 1, where µ1/4(u′)w2`(v′) . µδ(u)µδ(v) for some 0 < δ < 1, it follows
that ∣∣∣T κ,`

+ (h1, h2, h3)
∣∣∣ .22sκ

∫
R3

du

∫
R3

dv |v − u|γ+2s|h1(u)h2(v)||h3(v′)|

× (µ(u′)µ(v′)µ(u)µ(v))
δ
2 ,
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which from Cauchy-Schwarz and Sobolev inequalities, is further bounded by

22sκ

(∫
R3

dv′ 〈v′〉γ+2s|h3(v′)|2µδ(v′)
) 1

2

×
∣∣∣h1(u)µ

δ
2 (u)

∣∣∣
∞

(∫
R3

du

∫
R3

dv 〈v〉γ+2s|h2(v)|2µδ(v)

) 1
2

. 22sκ
∣∣w−mh1

∣∣
H2

∣∣w`h2

∣∣
L2
γ+2s

∣∣w`h3

∣∣
L2
γ+2s

.

This completes the proof of Proposition 2.1. �

Proof of Lemma 2.2. In terms of series of estimates obtained in Propositions 2.1, by applying the cancel-
lation inequalities constructed in [13, Propositions 4.5-4.7] and carrying out the similar procedure as that
of [13, Lemma 6.1], one can prove (2.2) and (2.3) and the details are omitted for brevity. This completes
the proof of Lemma 2.2. �

3. Nonlinear estimates

The goal of this section is to make the weighted energy estimates on those nonlinear terms in (1.4).
The following decomposition will be frequently used in the later proofs:

Γ(f, f) =Γ(Pf,Pf) + Γ(Pf, {I−P}f) + Γ({I−P}f,Pf)

+ Γ({I−P}f, {I−P}f).
(3.1)

Recall (1.12) for wl(α, β), and recall (1.13) and (1.15) for El(t) and Dl(t), respectively. To the end we
always suppose −3 < γ < −2s, 1/2 ≤ s < 1, and K ≥ 8. The first three lemmas of this section concern
the estimates on the nonlinear term Γ(f, f).

Lemma 3.1. Let l ≥ 0, |α|+ |β| ≤ K. It holds that

|(Γ±(f, f), f±)| . E
1
2

l (t)Dl(t), (3.2)

∣∣(w2
l (α, β)∂αβΓ±(f, f), ∂αβ (I± −P±)f

)∣∣ . E 1
2

l (t)Dl(t), (3.3)

∣∣(w2
l (α, 0)∂αΓ±(f, f), ∂αf±

)∣∣ . E 1
2

l (t)Dl(t). (3.4)

Here and hereafter, we denote I±f = f±.

Proof. For brevity, we only prove (3.3) in the case when α = β = 0, and the other two estimates (3.2)
and (3.4) can be proved in the similar way. For this, we set

J1 =
∣∣(w2

l (0, 0)Γ±(f, f), (I± −P±)f
)∣∣ ,

and denote J1,1, J1,2, J1,3, J1,4 to be the terms corresponding to the decomposition (3.1). Now we turn to
estimate these terms one by one. First, for J1,1, recalling (1.10) and applying Lemma 2.2 with ` = l+K,
one has

J1,1 . ‖(a±, b, c)‖H1‖∇x(a±, b, c) ‖wl(0, 0)(I± −P±)f‖Nsγ ,

where we have used Sobolev’s inequalities

‖(a±, b, c)‖L3 . ‖(a±, b, c)‖H1 , ‖(a±, b, c)‖L6 . ‖∇x(a±, b, c)‖.

For J1,2, by using (2.2) in Lemma 2.2 with ` = l +K, it follows that

J1,2 . ‖(a±, b, c)‖L∞ ‖wl(0, 0)(I± −P±)f‖2Nsγ . ‖∇x(a±, b, c)‖H1 ‖wl(0, 0)(I± −P±)f‖2Nsγ .
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In the same way, J1,3 has the same bound as J1,2. Finally, for J1,4, due to Lemma 2.2 and Sobolev’s
inequality, we obtain

J1,4 . ‖|(I± −P±)f |L2‖L∞x ‖wl(0, 0)(I± −P±)f‖2Nsγ
+ ‖wl(0, 0)(I± −P±)f‖

∥∥∥|(I± −P±)f |Nsγ
∥∥∥
L∞x

‖wl(0, 0)(I± −P±)f‖Nsγ

+
∥∥∣∣w−m(I± −P±)f

∣∣
H2

∥∥
L∞x
‖wl(0, 0)(I± −P±)f‖2Nsγ

.
∑
|α|≤2

‖∂α(I± −P±)f‖ ‖wl(0, 0)(I± −P±)f‖2Nsγ

+ ‖wl(0, 0)(I± −P±)f‖
∑
|α|≤2

‖∂α(I± −P±)f‖Nsγ ‖wl(0, 0)(I± −P±)f‖Nsγ

+
∑

|α1|≤2,|β1|≤2

∥∥∥wl(α1, β1)∂α1

β1
(I± −P±)f

∥∥∥ ‖wl(0, 0)(I± −P±)f‖2Nsγ .

Now the desired estimate (3.3) in the case when α = β = 0 holds by combing all the above estimates.
This completes the proof of Lemma 3.1. �

Lemma 3.2. Let ζ(v) be a smooth function satisfying (2.7), and let |α| ≤ K. Writing

∂αΓ(f, f) =
∑

α1+α2=α

Γ(∂α1f, ∂α2f),

one has ∥∥∥∥∫ Γ(∂α1f, ∂α2f)ζ(v) dv

∥∥∥∥ . E 1
2

l (t)D
1
2

l (t). (3.5)

Proof. With Lemma 2.2 in hand, (3.5) can be verified directly by applying Sobolev’s embedding inequal-
ities, and details are omitted for brevity. �

Lemma 3.3. Let ` ≥ 0. It holds that∑
|α|≤1

∣∣w`∂αΓ(f, f)
∣∣
L2 .

∑
|α|≤1

∣∣w`∂αf ∣∣
L2
γ+2s

∑
|α|≤1

∣∣w`∂αf ∣∣
H4
γ+2s

. (3.6)

Moreover, ∥∥w`Γ(f, f)
∥∥
H1
x

+
∥∥w`Γ(f, f)

∥∥
Z1
.

∑
|α|+|β|≤5

∥∥∥w`− γ+2s
2γ ∂αβ f

∥∥∥2

. (3.7)

Proof. First of all, (3.6) has been proved in [29, pp.21, Proposition 3.1]. Then applying (3.6) and Sobolev’s
inequality, we have ∥∥w`Γ(f, f)

∥∥2

H1
x
.
∫
R3

∑
|α|≤1

∣∣w`∂αf ∣∣2
L2
γ+2s

∑
|α|≤1

∣∣w`∂αf ∣∣2
H4
γ+2s

dx

. sup
x

∑
|α|≤1

∣∣w`∂αf ∣∣2
L2
γ+2s

∫
R3

∑
|α|≤1

∣∣w`∂αf ∣∣2
H4
γ+2s

dx

.
∑
|α′|≤3

∥∥∥w`∂α′f∥∥∥2

L2
γ+2s

∑
|α|≤1

∥∥w`∂αf∥∥2

H4
γ+2s

.

Therefore
∥∥w`Γ(f, f)

∥∥
H1
x

is bounded by the right-hand term of (3.7). As in [29],
∥∥w`Γ(f, f)

∥∥
Z1

can be

estimated in the completely same way as for
∥∥w`Γ(f, f)

∥∥
H1
x
, and details are omitted for brevity. This

completes the proof of Lemma 3.3. �

The following two lemmas concern the estimates on v · ∇xφf±. As in [21], for simplicity, we use ei to
denote the multi-index with the ith element unit and the rest ones zeros.
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Lemma 3.4. Let 1 ≤ |α| ≤ K, and l ≥ 0. Suppose
√
El(t) < δ for a constant δ > 0. Then, it holds that∑

1≤|α1|≤|α|

(
vi∂

α1+eiφ∂α−α1f±, e
±φw2

l (α, 0)∂αf±
)
. E

1
2

l (t)Dl(t). (3.8)

Proof. In terms of f± = (I± −P±)f + P±f , set∑
1≤|α1|≤|α|

(
vi∂

α1+eiφ∂α−α1P±f, e
±φw2

l (α, 0)∂αf±
)

+
∑

1≤|α1|≤|α|

(
vi∂

α1+eiφ∂α−α1(I± −P±)f, e±φw2
l (α, 0)∂αP±f

)
+

∑
1≤|α1|≤|α|

(
vi∂

α1+eiφ∂α−α1(I± −P±)f, e±φw2
l (α, 0)∂α(I± −P±)f

)
=J2,1 + J2,2 + J2,3.

Notice by Sobolev inequality that

|φ|L∞ . ‖∇xφ‖H1 .
√
El(t) < δ. (3.9)

For J2,1, one has

|J2,1| .
∑

1≤|α1|≤|α|

∫
R3

|∂α1+eiφ||∂α−α1(a±, b, c)|∂αf±|L2
γ
dx,

where for |α1| ≤ [K/2], the integrand is bounded by

sup
x
|∂α1+eiφ| · ‖∂α−α1(a±, b, c)‖ · ‖∂αf±‖L2

γ
,

while for |α1| ≥ [K/2] + 1, it is bounded by

sup
x
|∂α−α1(a±, b, c)| · ‖∂α1+eiφ‖ · ‖∂αf±‖L2

γ
.

Thus, by Sobolev inequality,

|J2,1| . ‖∇2
xφ‖HK−1

∑
1≤|α|≤K

{
‖∂α(a±, b, c)‖‖∂αf±‖L2

γ

}
.

Similarly, for J2,2, one has

|J2,2| .
∑

1≤|α1|≤|α|

∫
R3

|∂α1+eiφ|
∣∣∂α−α1(I± −P±)f

∣∣
L2
γ
|∂α(a±, b, c)|dx

.
∑

|α1|≤[K/2]

sup
x
|∂α1+eiφ| · ‖∂α−α1(I± −P±)f‖L2

γ
· ‖∂α(a±, b, c)‖

+
∑

|α1|≥[K/2]+1

sup
x
|∂α−α1(I± −P±)f |L2

γ
· ‖∂α1+eiφ‖ · ‖∂α(a±, b, c)‖

.‖∇2
xφ‖HK−1

∑
1≤|α|≤K

‖∂α(a±, b, c)‖
∑
|α|≤K

‖∂α(I± −P±)f‖L2
γ
.

Finally, for J2,3, since 1/2 ≤ s < 1, it is straightforward to see

|wl(α, 0)vi| . wl(α− ei, 0)〈v〉γ+2s.
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Therefore, one has

|J2,3| .
∑

1≤|α1|≤|α|

∫
R3

|∂α1+eiφ| ·
∣∣wl(α− ei, 0)∂α−α1(I± −P±)f

∣∣
L2
γ+2s

× |wl(α, 0)∂α(I± −P±)f |L2
γ+2s

dx

.
∑

1≤|α1|≤[K/2]

sup
x
|∂α1+eiφ| ·

∥∥wl(α− ei, 0)∂α−α1(I± −P±)f
∥∥
L2
γ+2s

× ‖wl(α, 0)∂α(I± −P±)f‖L2
γ+2s

+
∑

|α|≥|α1|≥[K/2]+1

sup
x

∣∣wl(α− ei, 0)∂α−α1(I± −P±)f
∣∣
L2
γ+2s

· ‖∂α1+eiφ‖

× ‖wl(α, 0)∂α(I± −P±)f‖L2
γ+2s

.‖∇2
xφ‖HK−1

∑
|α|≤K

‖wl(α, 0)∂α(I± −P±)f±‖2L2
γ+2s

,

where we have used |α − α1| ≤ |α − ei| in the case when 1 ≤ |α1| ≤ [K/2], and |α − α1| + 2 ≤ |α − ei|
in the case when |α| ≥ |α1| ≥ [K/2] + 1. Collecting all the estimates, (3.8) follows. This then completes
the proof of Lemma 3.4. �

Lemma 3.5. Let 1 ≤ |α| + |β| ≤ K with |β| ≥ 1, and l ≥ 0. Suppose
√
El(t) < δ for a constant δ > 0.

Then, it holds that∑
|α1|+|β1|≥1

|α1|≤|α|,|β1|≤1

(
∂β1vi∂

α1+eiφ∂α−α1

β−β1
(I± −P±)f, e±φw2

l (α, β)∂αβ (I± −P±)f
)
. E

1
2

l (t)Dl(t). (3.10)

Proof. For brevity, we denote the left-hand term of (3.10) as J3. As in Lemma 3.4, we prove (3.10) by
considering the following two cases. For the case |α1| ≤ [K/2], from (3.9), one has

|J3| . sup
x
|∂α1+eiφ| ·

∥∥∥wl(α− α1, β − β1)∂α−α1

β−β1
(I± −P±)f

∥∥∥
L2
γ+2s

×
∥∥wl(α, β)∂αβ (I± −P±)f

∥∥
L2
γ+2s

,

which is further bounded by the right-hand term of (3.10). For the case |α1| ≥ [K/2] + 1, it is similar to
verify

|J3| . sup
x

∣∣∣wl(α− α1, β − β1)∂α−α1

β−β1
(I± −P±)f

∣∣∣
L2
γ+2s

‖∂α1+eiφ‖

×
∥∥wl(α, β)∂αβ (I± −P±)f

∥∥
L2
γ+2s

,

which is also bounded by the right-hand term of (3.10). This completes the proof of Lemma 3.5. �

The following two lemmas concern the estimates on ∇xφ · ∇vf±.

Lemma 3.6. Let 1 ≤ |α| ≤ K, and l ≥ 0. Suppose
√
El(t) < δ for a constant δ > 0. Then, it holds that∑

|α1|≤|α|

(
∂α1+eiφ∂α−α1

ei f±, e
±φw2

l (α, 0)∂αf±
)
. E

1
2

l (t)Dl(t). (3.11)

Proof. Denote the left-hand term of (3.11) by J4. When α1 = 0, by taking integration by parts with
respect to vi, one has

J4 . sup
x
|∂eiφ|

∫
R3

∫
R3

|∂αf±|2
∣∣∂eiw2

l (α, 0)
∣∣ dxdv

.‖∇xφ‖H2 ‖wl(α, 0)∂αf±‖ ‖wl(α, 0)∂αf±‖L2
γ+2s
. E

1
2

l (t)Dl(t),

where the inequality |∂eiw2
l (α, 0)| . 〈v〉

γ+2s
2 w2

l (α, 0) has been used due to −3 < γ < −2s and 1/2 ≤ s < 1.
Whenever α1 > 0, one can write

J4 = J4,1 + J4,2,



16 R.-J. DUAN AND S.-Q. LIU

with

J4,1 =
∑

1≤|α1|≤|α|

(
∂α1+eiφ∂α−α1

ei P±f, e
±φw2

l (α, 0)∂αf±
)
,

J4,2 =
∑

1≤|α1|≤|α|

(
∂α1+eiφ∂α−α1

ei (I± −P±)f, e±φw2
l (α, 0)∂αf±

)
.

We now estimate J4,1 and J4,2 as follows. By using the similar argument as for estimating J2,1, we deduce
that

J4,1 . ‖∇2
xφ‖HK−1

∑
1≤|α|≤K

{
‖∂α(a±, b, c)‖ · ‖∂αf±‖L2

γ

}
.

To estimate J4,2, we use the trick as in [21]. First of all, notice that J4,2 can be written as

J4,2 =
∑

1≤|α1|≤|α|

{(
∂α1+eiφ∂ei

[
wl(α− α1, 0)w−

|α1|
2 ∂α−α1(I± −P±)f

]
, e±φwl(α, 0)w−

|α1|
2 ∂αf±

)
−
(
∂α1+eiφ∂ei

[
wl(α− α1, 0)w−

|α1|
2

]
w−

|α1|
2 ∂α−α1(I± −P±)f, e±φwl(α, 0)∂αf±

)}
=J

(1)
4,2 + J

(2)
4,2 .

For the term J
(2)
4,2 , it is straightforward to estimate it by

C

∫
R3

∣∣∂α1+eiφ
∣∣ ∣∣wl(α− α1, 0)∂α−α1(I± −P±)f

∣∣
L2
γ+2s

|wl(α, 0)∂αf±|L2
γ+2s

dx

.‖∇2
xφ‖HK−1

∑
|α|≤K

‖wl(α, 0)∂α(I± −P±)f‖2L2
γ+2s

∑
1≤|α|≤K

‖wl(α, 0)∂αf±‖2L2
γ+2s

.

For J
(1)
4,2 , noticing 1/2 ≤ s < 1, by the Parseval identity, one has

J
(1)
4,2 .

∫
R3

∣∣∣∣∫
R3

iξiFv
[
wl(α− α1, 0)w−

|α1|
2 ∂α−α1(I± −P±)f

]
Fv
[
wl(α, 0)w−

|α1|
2 ∂αf±

]
dξ

∣∣∣∣
×
∣∣∂α1+eiφ

∣∣ dx
.
∫
R3

∣∣∣〈ξ〉 12Fv [wl(α− α1, 0)w−
|α1|
2 ∂α−α1(I± −P±)f

]∣∣∣
L2
ξ

∣∣∣〈ξ〉 12Fv [wl(α, 0)w−
|α1|
2 ∂αf±

]∣∣∣
L2
ξ

×
∣∣∂α1+eiφ

∣∣ dx
.
∫
R3

∣∣∣wl(α− α1, 0)w−
|α1|
2 ∂α−α1(I± −P±)f

∣∣∣
Hsv

∣∣∣wl(α, 0)w−
|α1|
2 ∂αf±

∣∣∣
Hsv

×
∣∣∂α1+eiφ

∣∣ dx
.‖∇2

xφ‖HK−1

∑
|α|≤K

‖wl(α, 0)∂α(I± −P±)f‖2Hsγ
∑

1≤|α|≤K

‖wl(α, 0)∂αf±‖2Hsγ ,

where Fv is the Fourier transform with respect to v-variable, ξ denotes the corresponding frequency
variable, ·̄ denotes the complex conjugate, and i =

√
−1 ∈ C is the pure imaginary unit. Collecting the

estimates above, this completes the proof of Lemma 3.6. �

Lemma 3.7. Let 1 ≤ |α| + |β| ≤ K with |β| ≥ 1, and l ≥ 0. Suppose
√
El(t) < δ for a constant δ > 0.

Then, it holds that∑
α1≤α

(
∂α1+eiφ∂α−α1

β+ei
(I± −P±)f, e±φw2

l (α, β)∂αβ (I± −P±)f
)
. E

1
2

l (t)Dl(t). (3.12)

Proof. (3.12) can be proved by using the same argument as for Lemma 3.6, and the details are omitted
for brevity. �
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4. The linearized system and time-decay

In this section, we consider the Cauchy problem on the linearized system with a nonhomogeneous
source h = [h+, h−]: 

∂tf± + v · ∇xf± ±
√
µv · ∇xφ+ Lf± = h±,

−∆xφ = ρf =

∫
R3

(f+ − f−)
√
µdv, φ→ 0 as |x| → ∞,

f±|t=0 = f0,±,

(4.1)

where h±(t, x, v), f0,± = f0,±(x, v) are given. Notice that for the nonlinear Vlasov-Poisson-Boltzmann
system (1.4) and (1.5), the nonhomogeneous source takes the form of

h± = ±∇xφ · ∇vf± ∓
1

2
∇xφ · vf± + Γ±(f, f), (4.2)

which satisfies the mass conservation laws

〈h±,
√
µ〉 = 0. (4.3)

Whenever the linearized system is homogeneous, i.e. h = 0, the formal solution to the Cauchy problem
(4.1) can be written as the mild form

f = S(t)f0, (4.4)

where S(t) denotes the solution operator for the Cauchy problem on the linearized system without any
source. For an integer k ≥ 0, set the index σk of the time-decay rate by

σk =
3

4
+
k

2
.

The time-decay property of S(t) is stated in the following

Theorem 4.1. Recall w = w(v) = 〈v〉−γ . Let −3 < γ < −2s, 1/2 ≤ s < 1, l ≥ 0 and k ≥ 0 be an
integer, and let l∗ > σk(γ + 2s)/γ. Assume that∫

R3

ρf0 dx = 0,

∫
R3

(1 + |x|)|ρf0 | dx <∞,

where

ρf0 =

∫
R3

(f0,+ − f0,−)
√
µdv.

Then, for f(t) = S(t)f0, it holds that∥∥wl∇kxf(t)
∥∥+ ‖∇kxE(t)‖ . (1 + t)−σk

(∥∥wl+l∗f0

∥∥
Z1

+ ‖(1 + |x|)ρf0‖L1 +
∥∥wl+l∗∇kxf0

∥∥) , (4.5)

for any t ≥ 0.

Before proving Theorem 4.1, we make some preparations as follows. Firstly, for the later use in the
general situation, let us consider the linearized system (4.1) with the nonhomogeneous source h satisfying
(4.3). As in [20], one can derive the corresponding local conservation laws. In fact, from multiplying
the first equation of (4.1) by

√
µ, vj

√
µ (j = 1, 2, 3) and 1

6

(
|v|2 − 3

)√
µ and then integrating them over

v ∈ R3, one has
∂ta± +∇x · b = −∇x · 〈v

√
µ, (I± −P±)f〉, (4.6)

∂t {bj + 〈vj
√
µ, (I± −P±)f〉}+ ∂j(a± + 2c)∓ Ej

=− 〈v · ∇x(I± −P±)f, vj
√
µ〉+ 〈h± − L±, vj

√
µ〉 ,

(4.7)

∂t

{
c+

1

6

〈(
|v|2 − 3

)√
µ, (I± −P±)f

〉}
+

1

3
∇x · b =− 1

6

〈
v · ∇x(I± −P±)f, (|v|2 − 3)

√
µ
〉

+
1

6

〈
h± − L±, (|v|2 − 3)

√
µ
〉
.

(4.8)

Moreover, we need the equations of high-order moments. For that, as in [6, 7], we define the high-order
moment functions Ξ(f±) = (Ξjk(f±))3×3 and Π(f±) = (Π1(f±),Π2(f±),Π3(f±)) by

Ξjk(f±) = 〈(vjvk − 1)
√
µ, f±〉, Πj(f±) =

1

10
〈(|v|2 − 5)vj

√
µ, f±〉.
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Then, by taking the velocity integrations of the first equation of (4.1) with respect to the above high-order
moments, one has

∂t{Ξjj({I± −P±}f) + 2c}+ 2∂jbj = Ξjj(r± + h±), (4.9)

∂tΞjk({I± −P±}f) + ∂jbk+∂kbj +∇x · 〈v
√
µ, (I± −P±)f〉

= Ξjk(r± + h±) + 〈h±,
√
µ〉 , j 6= k,

(4.10)

∂tΠj({I± −P±}f) + ∂jc = Πj(r± + h±), (4.11)

with r± = −v · ∇x{I± −P±}f + L±f. Here, notice that we have used (4.6) to derive (4.10).
Consequently, as in [8], by taking the mean value of every two equations with ± sign for (4.6)-(4.8)

and noticing 〈h±,
√
µ〉 = 0, one has

∂t

(
a+ + a−

2

)
+∇x · b = 0,

∂tbj + ∂j

(
a+ + a−

2
+ 2c

)
+

1

2
∂jΞjk({I−P}f · [1, 1]) =

1

2
〈h+ + h−, vj

√
µ〉,

∂tc+
1

3
∇x · b+

5

6

3∑
j=1

∂jΠj({I−P}f · [1, 1]) =
1

12

〈
h+ + h−, (|v|2 − 3)

√
µ
〉
,

(4.12)

for 1 ≤ j ≤ 3, and similarly, it follows from (4.9)-(4.11) that
∂t

{
1

2
Ξjk({I−P}f · [1, 1]) + 2cδjk

}
+ ∂jbk + ∂kbj =

1

2
Ξjk(r+ + r− + h+ + h−),

1

2
∂tΠj({I−P}f · [1, 1]) + ∂jc =

1

2
Πj(r+ + r− + h+ + h−),

for 1 ≤ j, k ≤ 3, and δjk denoted the Kronecker delta. Moreover, in order to obtain the dissipation rate
of the electric field E, by taking the difference of two equations with ± sign for (4.6) and (4.7), one has

∂t(a+ − a−) +∇x ·G = 0, (4.13)

∂tG+∇(a+ − a−)− 2E +∇x · Ξ((I−P)f · q1) = 〈h− Lf, [v√µ,−v√µ]〉, (4.14)

where

G = 〈v√µ, (I−P)f · q1〉. (4.15)

Notice that the second equation of (4.1) gives

∇x · E = a+ − a−. (4.16)

Now, we will prove Theorem 4.1 by using as in [8] the following lemma whose proof is omitted for
brevity. To state it, in what follows we let h be identical to zero and let f(t) = S(t)f0 be the solution
to the Cauchy problem (4.1) with h ≡ 0. Some more notations are given as follows. For two complex
vectors z1, z2 ∈ C3, (z1|z2) = z1 · z2 denotes the dot product in the complex field C, where z2 is the
complex conjugate of z2. ĝ(ξ) denotes the Fourier transform Fxg with respect to the variable x, where
for notational simplicity we still use ξ to denote the corresponding frequency variable. In fact, one has

Lemma 4.1. (i) For any t ≥ 0 and ξ ∈ R3, it holds that

∂t

{
|f̂ |2 + |Ê|2

}
+ λ|(I−P)f̂ |2Nsγ ≤ 0.

(ii) There is a time-frequency interactive functional E(0)(t, ξ) defined by

E(0)
int(t, ξ) =

3∑
j=1

1

2

(
iξj ĉ|Πj({I−P}f̂ · [1, 1])

)

+ κ1

3∑
j,k=1

(
iξj b̂k + iξk b̂j |

1

2
Ξjk({I−P}f̂ · [1, 1]) + 2ĉδjk

)

+ κ2

3∑
j=1

(
iξj

â+ + â−
2

|b̂j
)
,
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with two properly chosen constants 0 < κ2 � κ1, such that for any t ≥ 0 and ξ ∈ R3,

∂t<
E(0)
int(t, ξ)

1 + |ξ|2
+

λ|ξ|2

1 + |ξ|2
(
|â+ + â−|2 + |b̂|2 + |ĉ|2

)
. |{I−P}f̂ |2Nsγ .

(iii) There is 0 < κ3 � 1 such that for any t ≥ 0 and ξ ∈ R3,

∂t< (Ĝ|iξ(â+ − â−))

1 + |ξ|2
− κ3∂t< (Ĝ|Ê) + λ|â+ − â−|2 + λ|Ê|2

.|{I−P}f̂ |2Nsγ .

(iv) Let [f,E] be the solution to the Cauchy problem (4.1) with h = 0. Then there is a time-frequency

interactive functional E(1)
int(t, ξ) such that

E(1)
int(t, ξ) ∼

∣∣∣f̂ ∣∣∣2 + |Ê|2,

and for any t ≥ 0 and ξ ∈ R3,

∂tE(1)
int(t, ξ) +

λ|ξ|2

1 + |ξ|2

{∣∣∣f̂ ∣∣∣2
L2
γ+2s

+ |Ê|2
}
≤ 0. (4.17)

The proof of Theorem 4.1. It follows from the first equation of (4.1) that

∂t(I−P)f̂ + iξ · v(I−P)f̂ + L(I−P)f̂

=− (I−P)(Ê · v)
√
µq1 − (I−P)

[
iξ · vPf̂

]
+ P

[
iξ · v(I−P)f̂

]
,

which yields that for any l ≥ 0,

1

2
∂t

∣∣∣wl(I−P)f̂
∣∣∣2
2

+ <
〈
L(I−P)f̂ , w2l(I−P)f̂

〉
= −<

〈
(I−P)(Ê · v)

√
µq1 + (I−P)

[
iξ · vPf̂

]
−P

[
iξ · v(I−P)f̂

]
, w2l(I−P)f̂

〉
.

(4.18)

Notice that from Lemma 2.1,

R
〈
L(I−P)f̂ , w2l(I−P)f̂

〉
≥ λ

∣∣∣wl(I−P)f̂
∣∣∣2
L2
γ+2s

− C
∣∣∣(I−P)f̂

∣∣∣2
L2
BC

,

and also the right-hand term of (4.18) can be bounded by

C|Ê|2 + C|ξ|2
∣∣∣f̂ ∣∣∣2

L2
γ+2s

+ η
∣∣∣wl(I−P)f̂

∣∣∣2
L2
γ+2s

,

for small η > 0.
Plugging the above estimates into (4.18), one has

∂t

∣∣∣wl(I−P)f̂
∣∣∣
L2

+ λ
∣∣∣wl(I−P)f̂

∣∣∣2
L2
γ+2s

. |Ê|2 + |ξ|2
∣∣∣f̂ ∣∣∣2

L2
γ+2s

+
∣∣∣(I−P)f̂

∣∣∣2
L2
BC

. (4.19)

In a similar way, starting with the first equation of (4.1), the direct weighted estimates also give

1

2
∂t

∣∣∣wlf̂ ∣∣∣2
L2

+ λ
∣∣∣wlf̂ ∣∣∣2

L2
γ+2s

. |Ê|2 +
∣∣∣f̂ ∣∣∣2

L2
BC

. (4.20)

In the case when |ξ| ≥ 1 which implies |ξ|2/(1 + |ξ|2) ≥ 1/2, one can combine (4.17) and (4.20) to
obtain

∂tE
1
l (t, ξ) + λ

{∣∣∣wlf̂ ∣∣∣2
L2
γ+2s

+ |Ê|2
}
χ|ξ|≥1 ≤ 0, (4.21)

where E 1
l (t, ξ) is defined by

E 1
l (t, ξ) =

{
E(1)
int(t, ξ) + κ4

∣∣∣wlf̂ ∣∣∣2
2

}
χ|ξ|≥1



20 R.-J. DUAN AND S.-Q. LIU

for a constant κ4 > 0 small enough. In the case when |ξ| ≤ 1 which implies |ξ|2/(1 + |ξ|2) ≥ |ξ|2/2, one
can combine (4.17) and (4.19) on |ξ| ≤ 1 to obtain

∂tE
0
l (t, ξ) + λ|ξ|2

{∣∣∣wlf̂ ∣∣∣2
L2
γ+2s

+ |Ê|2
}
χ|ξ|≤1 ≤ 0, (4.22)

where E 0
l (t, ξ) is defined by

E 0
l (t, ξ) =

{
E(1)
int(t, ξ) + κ5

∣∣∣wl(I−P)f̂
∣∣∣2
2

}
χ|ξ|≤1

for a constant κ5 > 0 small enough. Therefore, for l ≥ 0, by introducing

El(t, ξ) = E 0
l (t, ξ) + E 1

l (t, ξ) ∼
∣∣∣wlf̂(t, ξ, v)

∣∣∣2
2

+ |Ê|2,

it follows from (4.21) and (4.22) that

∂tEl(t, ξ) + λ
|ξ|2

1 + |ξ|2

{∣∣∣wlf̂ ∣∣∣2
L2
γ+2s

+ |Ê|2
}
≤ 0,

that is,

∂tEl(t, ξ) + λ
|ξ|2

1 + |ξ|2

{∣∣∣wl− γ+2s
2γ f̂

∣∣∣2
L2

+ |Ê|2
}
≤ 0. (4.23)

Now, basing on the above estimate (4.23) for any l ≥ 0, one can use the trick in either [29] or [11] to
deduce the desired estimate (4.5). We here use the trick in [29] to deal with the velocity degeneration.
In fact, for j > 0, it follows from the Hölder inequality that

El(t, ξ) .E
j/(j+1)

l− γ+2s
2γ

(t, ξ)E
1/(j+1)

l+j γ+2s
2γ

(t, ξ) .

{∣∣∣wl− γ+2s
2γ f̂

∣∣∣2
L2

+ |Ê|2
}j/(j+1)

E
1/(j+1)

l+j γ+2s
2γ

(t, ξ),

which implies

E
(j+1)/j
l (t, ξ) .

{∣∣∣wl− γ+2s
2γ f̂

∣∣∣2
L2

+ |Ê|2
}

E
1/j

l+j γ+2s
2γ

(t, ξ) .

{∣∣∣wl− γ+2s
2γ f̂

∣∣∣2
L2

+ |Ê|2
}

E
1/j

l+j γ+2s
2γ

(0, ξ).

Then, (4.23) together with the above estimate give

∂tEl(t, ξ) + λ
|ξ|2

1 + |ξ|2
E

(j+1)/j
l (t, ξ)E

−1/j

l+j γ+2s
2γ

(0, ξ) ≤ 0.

By solving the inequality, one has

jE
−1/j
l (0, ξ)− jE−1/j

l (t, ξ) ≤ −λt |ξ|
2

1 + |ξ|2
E
−1/j

l+j γ+2s
2γ

(0, ξ).

Therefore, for any l ≥ 0 and j > 0, it holds that

El(t, ξ) . El+j γ+2s
2γ

(0, ξ)

(
1 +

λt

j
· |ξ|

2

1 + |ξ|2

)−j
. (4.24)

Here we have used the fact that El(0, ξ) . El+j γ+2s
2γ

(0, ξ). By integrating (4.24) over |ξ| ≥ 1,∫
|ξ|≥1

|ξ|2kEl(t, ξ)dξ .
(

1 +
λt

2j

)−j ∫
|ξ|≥1

|ξ|2kEl+j γ+2s
2γ

(0, ξ)dξ

.(1 + t)−j
∥∥∥wl+j γ+2s

2γ ∇kxf0

∥∥∥2

,

where we have used∫
|ξ|≥1

|ξ|2k|Ê0|2dξ =

∫
|ξ|≥1

|ξ|2k−2| · |ρ̂f0 |2dξ .
∫
|ξ|≥1

|ξ|2k| · |ρ̂f0 |2dξ .
∥∥∇kxf0

∥∥2
.
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On the other hand, over |ξ| ≤ 1, one can let j > 2σk so that∫
|ξ|<1

|ξ|2kEl(t, ξ)dξ ≤
∫
|ξ|<1

(
1 +

λt

j
· |ξ|

2

1 + |ξ|2

)−j
|ξ|2kEl+j γ+2s

2γ
(0, ξ)dξ

.(1 + t)−2σk
∥∥∥El+j γ+2s

2γ
(0, ξ)

∥∥∥
L∞ξ

.(1 + t)−2σk

{∥∥∥wl+j γ+2s
2γ f0

∥∥∥2

Z1
+ ‖(1 + |x|)ρ0‖2L1

}
,

where the fact that

‖Ê0‖L∞ξ =
∥∥|ξ|−1ρ̂f0

∥∥
L∞ξ
. ‖(1 + |x|)ρf0‖L1 (4.25)

has been used. Then, the desired estimate (4.5) follows by taking `∗ = j γ+2s
2γ with j > 2σk. This

completes the proof of Theorem 4.1. �

5. Macroscopic dissipation

This section is concerned with the analysis of the macroscopic dissipation basing on the linearized
system (4.1) with the nonhomogeneous source h satisfying (4.3), which will be applied in the next section
to the energy estimates on the nonlinear Vlasov-Poisson-Boltzmann system (1.4) and (1.5).

Lemma 5.1. Let [f,E] be the solution to the Cauchy problem (4.1) with the nonhomogenous term h sat-
isfying 〈h,√µ〉 = 0. Let K ≥ 8 be an integer. Then, there are two time-frequency interaction functionals

EK
int(t) and EK,h

int (t) satisfying

|EK
int(t)| .

∑
|α|≤K

‖∂αf‖2 +
∑

|α|≤K−1

‖∂αE‖2,

|EK,h
int (t)| .

∑
1≤|α|≤K

‖∂αPf‖2 +
∑
|α|≤K

‖∂α(I−P)f‖2 +
∑

|α|≤K−1

‖∂αE‖2,
(5.1)

such that for any t ≥ 0,

∂tE
K
int(t) + λ

∑
|α|≤K−1

‖∂α∇x(a±, b, c)‖2 + λ‖(a+ − a−)‖2 + λ‖E‖2

.
∑
|α|≤K

‖(I−P)∂αf‖2Nsγ +
∑

|α|≤K−1

‖ζ(v)∂αh‖2,
(5.2)

and

∂tE
K,h
int (t) + λ

∑
1≤|α|≤K−1

‖∂α∇x(a±, b, c)‖2 + λ‖∇x(a+ − a−)‖2 + λ
∑

|α|≤K−1

‖∂αE‖2

.
∑
|α|≤K

‖(I−P)∂αf‖2Nsγ +
∑

|α|≤K−1

‖ζ(v)∂αh‖2,
(5.3)

where ζ(v) is defined by (2.7).

Proof. Take α with |α| ≤ K. By denoting

E(α)
int (t) =

1

2
(∇x∂αc,Π(∂α{I−P}f · [1, 1]))

+ κ1

3∑
j,k=1

(
∂j∂

αbk + ∂k∂
αbj ,

1

2
Ξjk({I−P}∂αf · [1, 1]) + 2∂αcδjk

)

+ κ2

(
∇x

∂αa+ + ∂αa−
2

, ∂αb

)
,

(5.4)

one can use the same argument as in [6, Lemma 4.1] to obtain

d

dt
E(α)
int (t) + λ‖∂α∇((a+ + a−), b, c)‖2 .

∑
|α′|≤|α|+1

‖∂α
′
(I−P)f‖2Nsγ + ‖ζ(v)∂αh‖2 , (5.5)
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and similarly, as for obtaining (iii) in Lemma 4.1, one has

d

dt
(∂αG,∇x∂α(a+ − a−)) + λ

∑
|α|≤|α′|≤|α|+1

‖∂α
′
(a+ − a−)‖2

.
∑

|α′|≤|α|+1

‖∂α
′
(I−P)f‖2Nsγ + ‖ζ(v)∂αh‖2 . (5.6)

To include the zero-order term ‖E‖ in the dissipation, from applying ∂α to (4.14) and then taking the
inner product with ∂αE over R3 ×R3, we have

2‖∂αE‖2 ≤(∂t∂
αG, ∂αE) + |(∂α∇x · Ξ((I−P)f · q1), ∂αE)|+ (∇x∂α(a+ − a−), ∂αE)

+ |(∂α〈h− Lf, [v√µ,−v√µ]〉, ∂αE)|

≤ d

dt
(∂αG, ∂αE)− (∂αG, ∂t∂

αE) + ε‖∂αE‖2

+
C

ε

{
‖∂α∇x(I−P)f‖2 + ‖∂α∇x(a+ − a−)‖2 + ‖∂α〈h− Lf, [v√µ,−v√µ]〉‖2

}
,

(5.7)

where in the last inequality we have used integrations by part in the t-variable and the Cauchy-Schwarz
inequality with ε. Notice that from (4.13) and (4.16),

−(∂αG, ∂t∂
αE) = (∂αG, ∂α∇x∆−1

x ∇x ·G) . ‖∂αG‖2 . ‖∂α(I−P)f‖2Nsγ . (5.8)

Therefore, (5.7) together with (5.8) imply

− d

dt
(∂αG, ∂αE) + ‖∂αE‖2 .

∑
|α′|≤|α|+1

‖∂α
′
(I−P)f‖2Nsγ + ‖∂α∇x(a+ − a−)‖2 + ‖ζ(v)∂αh‖2 . (5.9)

Now, we define

EK,h
int (t) =

1

2

∑
1≤|α|≤K−1

(∇x∂αc,Π(∂α{I−P}f · [1, 1]))

+ κ1

∑
1≤|α|≤K−1

3∑
j,k=1

(
∂j∂

αbk + ∂k∂
αbj ,

1

2
Ξjk({I−P}∂αf · [1, 1]) + 2∂αcδjk

)

+ κ2

∑
1≤|α|≤K−1

(
∇x

∂αa+ + ∂αa−
2

, ∂αb

)
+

∑
1≤|α|≤K−1

(∂αG,∇x∂α(a+ − a−))

− κ6

∑
|α|≤K−1

(∂αG, ∂αE),

for a suitably chosen constant 0 < κ6 � 1. It is straightforward to see that the second equation of (5.1)
holds true and also (5.3) follows by taking the sum of (5.5), (5.6) and (5.9)×κ6. In a similar way, basing
on the obtained estimates, EK

int(t) can be constructed to satisfy both the first equation of (5.1) and (5.2).
This completes the proof of Lemma 5.1. �

6. The a priori estimates

In this section, we are going to deduce the uniform-in-time a priori estimates on the solution to the
Cauchy problem (1.4)-(1.6) of the Vlasov-Poisson-Boltzmann system. For this purpose, we define the
following time-weighted energy norm X(t) by

X(t) = sup
0≤τ≤t

El0+l1(τ) + sup
0≤τ≤t

(1 + τ)
3
2 El0(τ) + sup

0≤τ≤t
(1 + τ)

3
2 +pEhl0(τ), (6.1)

with all involved parameters fixed to satisfy

−3 < γ < −2s,
1

2
≤ s < 1, l0 ≥ 0, K ≥ 8,

1

2
< p < 1, (6.2)

and

l1 =
5

4(1− p)
γ + 2s

γ
, (6.3)
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where the construction of the temporal energy functionals El(t) and Ehl (t) will be given in the following two
lemmas. Suppose that the Cauchy problem (1.4)-(1.6) admits a smooth solution f(t, x, v) over 0 ≤ t ≤ T
for 0 < T ≤ ∞, and also the solution f(t, x, v) satisfies

sup
0≤t≤T

X(t) ≤ δ0, (6.4)

where δ0 > 0 is a suitably small constant.

Lemma 6.1. For any l with 0 ≤ l ≤ l0 + l1, there is El(t) satisfying (1.13) such that

d

dt
El(t) + λDl(t) . ‖∂tφ‖L∞El(t) (6.5)

holds for any 0 ≤ t ≤ T , where Dl(t) is defined by (1.15).

Proof. It is divided by three steps. Notice that (1.4) can be rewritten as[
∂t + vi∂

ei ∓ ∂eiφ∂ei
]
f± ±

1

2
(∂eiφvi)f± ± (∂eiφvi)

√
µ+ L±f = Γ±(f, f). (6.6)

Step 1. Energy estimates without any weight: Applying ∂α with |α| ≤ K to (6.6) and taking the inner
product with e±φ∂αf± over R3 ×R3, one has(

∂t∂
αf±, e

±φ∂αf±
)

+
(
vi∂

ei+αf±, e
±φ∂αf±

)
± 1

2

(
(∂eiφvi)∂

αf±, e
±φ∂αf±

)
±
(
(∂ei+αφvi)

√
µ, ∂αf±

)
+ (L±∂

αf, ∂αf±)

=∓ χ|α|
∑

1≤|α1|≤|α|

Cα1
α

1

2

(
(∂ei+α1φvi)∂

α−α1f±, e
±φ∂αf±

)
± χ|α|

∑
1≤|α1|≤|α|

Cα1
α

(
(∂ei+α1φ∂α−α1

ei f±, e
±φ∂αf±

)
∓
(
(∂ei+αφvi)

√
µ,
(
1− e±φ

)
∂αf±

)
+
(
L±∂

αf,
(
1− e±φ

)
∂αf±

)
+
(
∂αΓ±(f, f), e±φ∂αf±

)
,

(6.7)

where χ|α| = 1 if |α| > 0, and χ|α| = 0 if |α| = 0. Now we sum the above equations with ± and estimate
the resulting equations term by term.

The first term on the left hand side of (6.7) is just

1

2

d

dt

∑
±

∥∥∥e±φ2 ∂αf±∥∥∥∓∑
±

1

2
(∂tφ∂

αf±, ∂
αf±).

As in [21], the extra factor e±φ is designed to treat the second term. In fact, from integration by parts,(
vi∂

ei+αf±, e
±φ∂αf±

)
± 1

2

(
(∂eiφvi)∂

αf±, e
±φ∂αf±

)
= 0.

Recalling (1.2), (4.13) and (4.16), one has∑
±
±
(
(∂ei+αφvi)

√
µ, ∂αf±

)
=

1

2

d

dt
‖∂α∇xφ‖2.

Notice that by (2.1), ∑
±

(L±∂
αf, ∂αf±) ≥ λ‖(I−P)∂αf‖2Nsγ ,

and by Lemma 3.4 and Lemma 3.6, the first and second terms on the right hand side of (6.7) are bounded

by C
√
El(t)Dl(t).

We denote the third term on the right hand side of (6.7) as J5. Notice

sup
x∈R3

|1− e±φ| . ‖φ‖L∞ . ‖∇xφ‖H1 . δ0. (6.8)

For α = 0, by Cauchy-Schwarz and Sobolev inequalities,

J5 . ‖∇xφ‖2‖µ
1
4 f‖H2 .

√
El(t)Dl(t),
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while for |α| ≥ 1,

J5 . ‖∇xφ‖H2

∑
1≤|α|≤K

{
‖∂α∇xφ‖2

∥∥∥µ 1
4 ∂αf

∥∥∥} .√El(t)Dl(t).
For the fourth term on the right hand side of (6.7), recalling (1.10) and (1.8), and then applying Lemma
3.1, one has

∣∣(L±∂αf, (1− e±φ) ∂αf±)∣∣ =
∣∣(L±∂α(I± −P±)f,

(
1− e±φ

)
∂αf±

)∣∣
.
∫
R3

|∂α(I−P)f |Nsγ |∂
αf |Nsγ |∇xφ|dx

.‖∇xφ‖H2‖∂α(I−P)f‖Nsγ‖∂
αf‖Nsγ .

√
El(t)Dl(t).

(6.9)

For the fifth term on the right hand side of (6.7), by Lemma 3.1,

∑
±

(
∂αΓ±(f, f), e±φ∂αf±

)
.
√
El(t)Dl(t).

Furthermore, one can apply the estimate (5.2) in Lemma 5.1, where for the term involving h defined by
(4.2), through splitting f into Pf + (I−P)f and using Lemma 3.2, it can be bounded as

∑
|α|≤K−1

‖ζ(v)∂αh‖2 . El(t)Dl(t). (6.10)

Therefore, by combing (5.2) and all the estimates above, we conclude in this step that

d

dt

 ∑
|α|≤K

∑
±

∥∥∥e±φ2 ∂αf±∥∥∥2

+
∑
|α|≤K

‖∂α∇xφ‖2 + κEK
int(t)


+ λ

∑
|α|≤K−1

‖∂α∇(a±, b, c)‖2 + λ‖(a+ − a−)‖2 + λ‖∇xφ‖2 + λ
∑
|α|≤K

‖(I−P)∂αf‖2Nsγ

.‖∂tφ‖L∞
∑
|α|≤K

∑
±
‖∂αf±‖2 +

(√
El(t) + El(t)

)
Dl(t),

(6.11)

where the constant κ > 0 is small enough.

Step 2. Energy estimates with weight function wl(α, β):

Step 2.1 One can rewrite (6.6) as

[
∂t + vi∂

ei ∓ ∂eiφ∂ei
]
(I± −P±)f ± 1

2
(∂eiφvi)(I± −P±)f + L±(I± −P±)f

=−
[
∂t + vi∂

ei ∓ ∂eiφ∂ei
]
P±f ∓

1

2
(∂eiφvi)P±f ∓ (∂eiφvi)

√
µ+ Γ±(f, f).

(6.12)
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By multiplying (6.12) by e±φw2
l (0, 0)(I± −P±)f and taking the integration over R3 ×R3, one has

1

2

∑
±

d

dt

∥∥∥e±φ2 wl(0, 0)(I± −P±)f
∥∥∥2

+
∑
±

(
L±(I± −P±)f, w2

l (0, 0)(I± −P±)f
)

− 1

2

∑
±

(
±∂tφ(I± −P±)f, e±φw2

l (0, 0)(I± −P±)f
)

=
∑
±

(
L±(I± −P±)f,

(
1− e±φ

)
w2
l (0, 0)(I± −P±)f

)
+
∑
±

(
±∂eiφ∂ei(I± −P±)f, e±φw2

l (0, 0)(I± −P±)f
)

∓
(

1

2
(∂eiφvi)P±f, e

±φw2
l (0, 0)(I± −P±)f

)
∓
∑
±

(
(∂eiφvi)

√
µ, e±φw2

l (0, 0)(I± −P±)f
)

−
∑
±

(
[∂t + vi∂

ei ∓ ∂eiφ∂ei ]P±f, e±φw2
l (0, 0)(I± −P±)f

)
+
∑
±

(
Γ±(f, f), e±φw2

l (0, 0)(I± −P±)f
)
,

(6.13)

where we have used the identity(
vi∂

ei(I± −P±)f ± 1

2
(∂eiφvi)(I± −P±)f, e±φw2

l (0, 0)(I± −P±)f

)
= 0.

Now we further estimate (6.13) term by term. The third term on the left hand side of (6.13) is bounded
by

‖∂tφ‖L∞
∥∥∥e±φ2 wl(0, 0)(I± −P±)f

∥∥∥2

.

For the left-hand second term, it follows from Lemma 2.1 that∑
±

(
L±(I± −P±)f, w2

l (0, 0)(I± −P±)f
)
≥ λ ‖wl(0, 0)(I−P)f‖2Nsγ − C‖(I−P)f‖L2(BC).

Similar to estimating (6.9), the first term on the right hand side of (6.13) is bounded by

‖∇xφ‖H2 ‖wl(0, 0)(I−P)f‖2Nsγ .

The right-hand second and third terms of (6.13) are bounded by C
√
El(t)Dl(t), where we have used the

velocity integration by parts for the second term and (1.10) for the third term, as well as the a priori
assumption (6.4). From Cauchy-Schwarz inequality with η and the local conservation laws (4.12) and
(4.13), the right-hand fourth and fifth terms are bounded by

η ‖wl(0, 0)(I−P)f‖2Nsγ

+ C

‖∇xφ‖2 + ‖∇x(a±, b, c)‖2 +
∑
|α|≤1

‖(I−P)f‖2Nsγ + El(t)Dl(t)

 .

For the nonlinear term Γ±, Lemma 3.1 implies∑
±

(
Γ±(f, f), e±φw2

l (0, 0)(I± −P±)f
)
.
√
El(t)Dl(t).
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Plugging all the above estimates into (6.13) and fixing a properly small constant η > 0 yield

∑
±

d

dt

∥∥∥e±φ2 wl(0, 0)(I± −P±)f
∥∥∥2

+ λ ‖wl(0, 0)(I−P)f‖2Nsγ

.‖∂tφ‖L∞
∑
±

∥∥∥e±φ2 wl(0, 0)(I± −P±)f
∥∥∥2

+ ‖∇xφ‖2 + ‖∇x(a±, b, c)‖2 +
∑
|α|≤1

‖∂α(I−P)f‖2Nsγ +
{√
El(t) + El(t)

}
Dl(t).

(6.14)

Step 2.2. For the weighted estimate on the spatial derivatives, we start with (6.6). In fact, take 1 ≤ |α| ≤
N . By applying ∂α to (6.6) and taking the inner product with e±φw2

l (α, 0)∂αf± over R3 ×R3, one has

1

2

d

dt

∑
±

∥∥∥e±φ2 wl(α, 0)∂αf±

∥∥∥+ λ ‖wl(α, 0)∂αf‖2Nsγ − C‖∂
αf‖2L2

BC

.‖∂tφ‖L∞
∑
±

∥∥∥e±φ2 wl(α, 0)∂αf±

∥∥∥2

+
∑
±

∑
1≤|α1|≤|α|

1

2
Cα1
α

(
∓(∂ei+α1φvi)∂

α−α1f±, e
±φw2

l (α, 0)∂αf±
)

+
∑
±

∑
|α1|≤|α|

Cα1
α

(
±(∂ei+α1φ∂α−α1

ei f±, e
±φw2

l (α, 0)∂αf±
)

+
∑
±

(
∓(∂ei+αφvi)

√
µ, e±φw2

l (α, 0)∂αf±
)

+
∑
±

(
L±∂

αf,
(
1− e±φ

)
w2
l (α, 0)∂αf±

)
+
(
∂αΓ±(f, f), e±φw2

l (α, 0)∂αf±
)
,

(6.15)

where we have used Lemma 3.1 and the fact that

(
vi∂

ei+αf±, e
±φw2

l (α, 0)∂αf±
)
± 1

2

(
(∂eiφvi)∂

αf±, e
±φw2

l (α, 0)∂αf±
)

= 0.

From Lemma 3.4 and Lemma 3.6, the right-hand second and third terms of (6.15) are bounded by√
El(t)Dl(t). For the right-hand fourth term of (6.15), by Cauchy-Schwarz inequality with η, one has

∑
±

(
(∂ei+αφvi)

√
µ, e±φw2

l (α, 0)∂αf±
)
. η ‖wl(α, 0)∂αf‖2Nsγ + C

∥∥∂ei+αφ∥∥2
.

From Lemma 3.1, the right-hand fifth and sixth terms of (6.15) are also bounded by
√
El(t)Dl(t). Putting

those estimates into (6.15), taking summation over 1 ≤ |α| ≤ K and fixing a small constant η > 0 give

d

dt

∑
±

∑
1≤|α|≤K

∥∥∥e±φ2 wl(α, 0)∂αf±

∥∥∥2

+ λ
∑

1≤|α|≤K

‖wl(α, 0)∂αf‖2Nsγ

.‖∂tφ‖L∞
∑

1≤|α|≤K

∑
±

∥∥∥e±φ2 wl(α, 0)∂αf±

∥∥∥2

+
∑

1≤|α|≤K

‖∇x∂αφ‖2

+
∑

1≤|α|≤K

‖∂αf‖2Nsγ +
√
El(t)Dl(t).

(6.16)

Step 2.3. For the weighted estimate on the mixed derivatives, we start with (6.12). Let 1 ≤ m ≤ K. By
applying ∂αβ with |β| = m and |α|+ |β| ≤ K to (6.12), taking the inner product with e±φw2

l (α, β)∂αβ (I±−
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P±)f over R3 ×R3, one obtains

1

2

∑
±

d

dt

∥∥∥e±φ2 wl(α, β)∂αβ (I± −P±)f
∥∥∥2

+
∑
±

(
∂αβL±(I± −P±)f, w2

l (α, β)∂αβ (I± −P±)f
)

︸ ︷︷ ︸
J6

−1

2

∑
±

(
±∂tφ∂αβ (I± −P±)f, e±φw2

l (α, β)∂αβ (I± −P±)f
)

︸ ︷︷ ︸
J7

=
∑
±

(
∂αβL±(I± −P±)f,

(
1− e±φ

)
w2
l (α, β)∂αβ (I± −P±)f

)
︸ ︷︷ ︸

J8

+

18∑
m=9

Jm,

(6.17)

with

J9 =
∑
±

∑
|α1|≤|α|

Cα1
α

(
±∂α1+eiφ∂α−α1

β+ei
(I± −P±)f, e±φw2

l (α, β)∂αβ (I± −P±)f
)
,

J10 =
∑
±

∑
|α1|≤|α|

Cα1
α

(
±∂α1+eiφ∂α−α1

β+ei
P±f, e

±φw2
l (α, β)∂αβ (I± −P±)f

)
,

J11 = −
∑
±

(
±1

2
(∂eiφvi)∂

α
βP±f, e

±φw2
l (α, β)∂αβ (I± −P±)f

)
,

J12 = −
∑
±

∑
|α1|+|β1|≥1

|β1|≤1

Cα1,β1

α,β

(
±1

2
(∂α1+eiφ∂β1

vi)∂
α−α1

β−β1
(I± −P±)f, e±φw2

l (α, β)∂αβ (I± −P±)f

)
,

and

J13 = −
∑
±

∑
|α1|+|β1|≥1

|β1|≤1

Cα1,β1

α,β

(
±1

2
(∂α1+eiφ∂β1

vi)∂
α−α1

β−β1
P±f, e

±φw2
l (α, β)∂αβ (I± −P±)f

)
,

J14 = −
∑
±

∑
|α1|≤|α|

Cα1
α

(
±(∂α1+eiφvi)

√
µ, e±φw2

l (α, β)∂αβ (I± −P±)f
)
,

J15 = −
∑
±

(
[∂t + vi∂

ei ] ∂αβP±f, e
±φw2

l (α, β)∂αβ (I± −P±)f
)
,

and

J16 = −
∑
±
Ceiβ

(
∂α+ei
β−ei (I± −P±)f, e±φw2

l (α, β)∂αβ (I± −P±)f
)
,

J17 = −
∑
±
Ceiβ

(
∂α+ei
β−eiP±f, e

±φw2
l (α, β)∂αβ (I± −P±)f

)
,

J18 =
∑
±

(
∂αβΓ±(f, f), e±φw2

l (α, β)∂αβ (I± −P±)f
)
,

where as before we have used(
vi∂

α+ei
β (I± −P±)f ± 1

2
(∂eiφvi)∂

α
β (I± −P±)f, e±φw2

l (α, β)∂αβ (I± −P±)f

)
= 0.

Now we turn to estimate Ji (6 ≤ i ≤ 18) term by term. Lemma 2.1 yields

J6 &
∥∥wl(α, β)∂αβ (I−P)f

∥∥2

Nsγ
− η

∑
β1≤β

∥∥wl∂αβ1
(I−P)f

∥∥2

Nsγ
− Cη ‖∂α(I−P)f‖2L2(BC) .

It is straightforward to see that J7 is bounded by

C‖∂tφ‖L∞
∥∥wl(α, β)∂αβ (I−P)f

∥∥2
.
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From Lemma 3.1, J8 and J18 have the same upper bound
√
El(t)Dl(t), and so do J9 and J12 by Lemma

3.7 and Lemma 3.5. Moreover, since there is the exponential decay in v in the terms J10, J11 and J13,
one can verify that they all have the upper bound

√
El(t)Dl(t).

Next, by Cauchy-Schwartz’s inequality with η and local conservation laws (4.12) and (4.13), we obtain

J14 . C
∑

|α|≤K−1

‖∂α∇xφ‖2 + η
∥∥wl(α, β)∂αβ (I−P)f

∥∥2

Nsγ
,

J15 .η
∥∥wl(α, β)∂αβ (I−P)f

∥∥2

Nsγ

+ C

 ∑
|α|≤K−1

‖∂α∇xφ‖2 +
∑

|α|≤K−1

‖∂α∇x(a±, b, c)‖2 +
∑
|α|≤K

‖∂α(I−P)f‖2Nsγ + El(t)Dl(t)

 ,

J17 . C
∑

|α|≤K−1

‖∂α∇x(a±, b, c)‖2 + η
∥∥wl(α, β)∂αβ (I−P)f

∥∥2

Nsγ
.

For the remaining term J16, since |β| ≥ 1, by writing(
∂α+ei
β−ei (I± −P±)f, e±φw2

l (α, β)∂αβ (I± −P±)f
)

=
(
∂α+ei
β−ei (I± −P±)f, e±φw2

l (α, β)∂ei∂
α
β−ei(I± −P±)f

)
,

and then doing the similar calculations as J4,2, one obtains

J16 .
∑

|α′|+|β′|≤K
|β′|=|β|−1

∥∥∥wl(α′, β′)∂α′β′ (I−P)f
∥∥∥2

Nsγ

.

Therefore, by plugging all the estimates above into (6.17), taking the summation over {|β| = m, |α|+|β| ≤
K} for each given 1 ≤ m ≤ K, and then taking the proper linear combination of those K estimates with
properly chosen constants Cm > 0 (1 ≤ m ≤ K) and η small enough, one has

d

dt

K∑
m=1

Cm
∑

|β|=m,|α|+|β|≤K

∑
±

∥∥∥e±φ2 wl(α, β)∂αβ (I± −P±)f
∥∥∥2

+ λ
∑

|β|=m,|α|+|β|≤K

∥∥wl(α, β)∂αβ (I−P)f
∥∥2

Nsγ

.|∂tφ|
∑

|β|=m,|α|+|β|≤K

∥∥wl(α, β)∂αβ (I−P)f
∥∥2

+ C
∑
|α|≤K

‖wl(α, 0)∂α(I−P)f‖2Nsγ

+ C
∑

|α|≤K−1

‖∂α∇x(a±, b, c)‖2 + C
∑

|α|≤K−1

‖∂α∇xφ‖2 + C
{√
El(t) + El(t)

}
Dl(t).

(6.18)

Step 3. We are in a position to prove (6.5) by taking the proper linear combination of those estimates
obtained in the previous two steps as follows. The combination C2× [C1×(6.11)+(6.14)+(6.16)]+(6.18)
for C1 > 0 and C2 > 0 large enough gives

d

dt
El(t) + λDl(t) . ‖∂tφ‖L∞El(t) +

{√
El(t) + El(t)

}
Dl(t), (6.19)

where El(t) is given by

El(t) =C2

[
C1

{ ∑
|α|≤K

∑
±

∥∥∥e±φ2 ∂αf±∥∥∥2

+
∑
|α|≤K

‖∂α∇xφ‖2 + κEK
int(t)

}

+
∥∥∥e±φ2 wl(0, 0)(I± −P±)f

∥∥∥2

+
∑

1≤|α|≤K

∥∥∥e±φ2 wl(α, 0)∂αf±

∥∥∥2

+

K∑
m=1

Cm
∑

|β|=m,|α|+|β|≤K

∑
±

∥∥∥e±φ2 wl(α, β)∂αβ (I± −P±)f
∥∥∥2
]
.
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Noticing (5.4), it is easy to see

El(t) ∼
∑
|α|≤K

‖∂α∇xφ‖2 +
∑
|α|≤K

‖∂αPf‖2 +
∑

|α|+|β|≤K

∥∥wl(α, β)∂αβ (I−P)f
∥∥2
.

Recalling the a priori assumption (6.4), the desired estimate (6.5) follows directly by (6.19). This com-
pletes the proof of Lemma 6.1. �

Lemma 6.2. For any l with 0 ≤ l ≤ l0, there is Ehl (t) satisfying (1.14) such that

d

dt
Ehl (t) + λDl(t) . ‖∇x(a±, b, c)(t)‖2 + ‖∂tφ‖L∞Ehl (t) (6.20)

holds for any 0 ≤ t ≤ T , where Dl(t) is defined by (1.15).

Proof. By letting |α| ≥ 1 in (6.7), repeating those computations in (6.7)-(6.10) and combing (5.3), one
can instead obtain

d

dt

 ∑
1≤|α|≤K

∑
±

∥∥∥e±φ2 ∂αf±∥∥∥2

+
∑

1≤|α|≤K

‖∂α∇xφ‖2 + κEK,h
int (t)


+ λ

∑
1≤|α|≤K−1

‖∂α∇(a±, b, c)‖2 + λ‖∇x(a+ − a−)‖2

+ λ‖∇2
xφ‖2 + λ‖∇xφ‖2 + λ

∑
1≤|α|≤K

‖(I−P)∂αf‖2Nsγ

.
∑

1≤|α|≤K

∑
±
‖∂tφ‖L∞ ‖∂αf±‖2 + ‖(I−P)f‖2Nsγ +

(√
El(t) + El(t)

)
Dl(t).

(6.21)

Moreover, taking the inner product of (6.12) with e±φ(I± −P±)f over R3 ×R3 gives

1

2

∑
±

d

dt

∥∥∥e±φ2 (I± −P±)f
∥∥∥2

+
∑
±

(L±(I± −P±)f, (I± −P±)f)

+
∑
±

(±(∂eiφvi)
√
µ, (I± −P±)f)− 1

2

∑
±

(
±∂tφ(I± −P±)f, e±φ(I± −P±)f

)
=
∑
±

(
L±(I± −P±)f,

(
1− e±φ

)
(I± −P±)f

)
−
∑
±

(
1

2
± (∂eiφvi)P±f, e

±φ(I± −P±)f

)
−
∑
±

(
±(∂eiφvi)

√
µ,
(
e±φ − 1

)
(I± −P±)f

)
−
∑
±

(
∂tP±f, e

±φ(I± −P±)f
)

−
∑
±

(
vi∂

eiP±f, e
±φ(I± −P±)f

)
−
∑
±

(
∓∂eiφ∂eiP±f, e±φ(I± −P±)f

)
+
∑
±

(
Γ±(f, f), e±φ(I± −P±)f

)
.

(6.22)

Now we turn to further estimate (6.22) term by term. In light of (4.13), (4.15) and (4.16),∑
±

(±(∂eiφvi)
√
µ, (I± −P±)f) = −(φ,∇xG) = −(φ, ∂t∆φ) =

d

dt
‖∇xφ‖2.

It is also straightforward to get from Lemma 2.1 that∑
±

(L±(I± −P±)f, (I± −P±)f) ≥ λ ‖(I−P)f‖2Nsγ .

The first term on the right-hand side of (6.22) can be bounded by
√
El(t)Dl(t) according to the estimate

(6.9). The second, third, sixth and seventh terms on the right-hand side of (6.22) are also dominated by√
El(t)Dl(t), where we have used Sobolev’s inequality for the second, third and sixth terms and Lemma

2.2 for the seventh term. For the fourth term, by the definitions of P and I−P,∑
±

(
∂tP±f, e

±φ(I± −P±)f
)

=
∑
±

(
∂tP±f,

[
e±φ − 1

]
(I± −P±)f

)
.
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Recalling (6.8) and the local conservation laws (4.12), (4.13), and applying Sobolev’s inequality as well
as Cauchy-Schwarz’s inequality with λ, it follows that∣∣∣∣∣∑

±

(
∂tP±f, e

±φ(I± −P±)f
)∣∣∣∣∣ .λ4 ‖(I−P)f‖2Nsγ +

[
‖∇x(a±, b, c)‖2 + ‖∇xφ‖2

]
‖∇xφ‖2H1

+ ‖∇xφ‖2H1 ‖∇x(I−P)f‖2Nsγ + El(t)Dl(t)

.
λ

4
‖(I−P)f‖2Nsγ + El(t)Dl(t).

For the remaining fifth term, by Cauchy-Schwarz’s inequality with λ,∣∣∣∣∣∑
±

(
vi∂

eiP±f, e
±φ(I± −P±)f

)∣∣∣∣∣ . λ

4
‖(I−P)f‖2Nsγ + ‖∇x(a±, b, c)‖2.

Therefore, combing all the estimates above, one has

d

dt

{∑
±

∥∥∥e±φ2 (I± −P±)f
∥∥∥2

+ ‖∇xφ‖2
}

+ λ ‖(I−P)f‖2Nsγ

.‖∂tφ‖L∞
∑
±

∥∥∥e±φ2 (I± −P±)f
∥∥∥2

+‖∇x(a±, b, c)‖2 +
{√
El(t) + El(t)

}
Dl(t).

(6.23)

As in step 3 in the proof of Lemma 6.1, a suitably linear combination of (6.21), (6.23), (6.14), (6.16) and
(6.18) yields

d

dt
Ehl (t) + λDl(t) . ‖∇x(a±, b, c)‖2 + ‖∂tφ‖L∞Ehl (t) +

{√
El(t) + El(t)

}
Dl(t),

which hence implies the desired estimate (6.20) under the a priori assumption (6.4). This completes the
proof of Lemma 6.2. �

7. Proof of global existence

In this section we prove Theorem 1.1 through obtaining the closed uniform-in-time estimates on X(t)
in the following lemma. Recall (6.1) for the definition of X(t) with (6.2)-(6.3) for the choice of the
corresponding parameters.

Lemma 7.1. Consider the Cauchy problem (1.4)-(1.6). Assume that∫
R3

ρf0 dx = 0,

∫
R3

(1 + |x|)|ρf0 | dx <∞,

where ρf0 =
∫
R3(f0,+ − f0,−)

√
µdv. Define ε0 by

ε0 =
√
El0+l1(0) +

∥∥wl2f0

∥∥
Z1

+ ‖(1 + |x|)ρf0‖L1 ,

where l2 >
5(γ+2s)

4γ is a constant. Then, under the a priori assumption (6.4) for δ0 > 0 suitably small,

one has
X(t) . ε20 +X

3
2 (t) +X2(t), (7.1)

for any 0 ≤ t ≤ T .

Proof. We divide it by three steps.

Step 1. It follows from (4.13) and (4.16) that

∂tφ = −∆−1
x ∂t(a+ − a−) = ∆−1

x ∇x ·G,
where G is given by (4.15). Then, by Sobolev and Riesz inequalities,

‖∂tφ‖2L∞ . ‖∇x∂tφ‖ · ‖∇2
x∂tφ‖ . ‖G‖ · ‖∇xG‖ . Ehl0(t) . (1 + t)−

3
2−pX(t). (7.2)

Here notice 3/2 + p > 2 since p > 1/2. By applying Lemma 6.1 in the case when l = l0 + l1, one has from
(6.5) that

d

dt
El0+l1(t) + λDl0+l1(t) . ‖∂tφ‖L∞El0+l1(t),
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which together with (7.2) and Gronwall’s inequality as well as (6.4), imply

El0+l1(t) . El0+l1(0)eC
∫ t
0
‖∂tφ(τ)‖L∞ dτ . El0+l1(0) . ε20 (7.3)

for any 0 ≤ t ≤ T .

Step 2. We begin with (6.20) with l = l0 in Lemma 6.2, i.e.

d

dt
Ehl0(t) + λDl0(t) . ‖∇x(a±, b, c)(t)‖2 + ‖∂tφ‖L∞Ehl0(t). (7.4)

As in [30, 31], at time t, we split the velocity space R3
v into

E(t) =
{
〈v〉−γ−2s ≤ t1−p

}
, Ec(t) =

{
〈v〉−γ−2s > t1−p

}
, (7.5)

where recall γ + 2s < 0 and 1/2 < p < 1. Corresponding to this splitting, we define Eh,lowl0
(t) to be the

restriction of Ehl0(t) to E(t) and similarly Eh,highl0
(t) to be the restriction of Ehl0(t) to Ec(t). Then, due to

(7.5) and (1.14), it follows from (7.4) that

d

dt
Ehl0(t) + λtp−1Ehl0(t) . ‖∇xPf‖2 + ‖∂tφ‖L∞Ehl0(t) + tp−1Eh,highl0

(t),

which by solving the ODE inequality, gives

Ehl0(t) . e−λt
p

Ehl0(0) +

∫ t

0

dτ e−λ(tp−τp)
(
‖∇xPf(τ)‖2 + ‖∂tφ‖L∞Ehl0(τ) + τp−1Eh,highl0

(τ)
)
. (7.6)

In what follows we estimate those three terms in the time integral on the right-hand side of (7.6). First
of all, by (7.2),

‖∂tφ‖L∞Ehl0(t) . [Ehl0(t)]
3
2 . (1 + t)−( 3

2 +p) 3
2X

3
2 (t). (7.7)

Next, one can prove

Eh,highl0
(t) . ε20(1 + t)−5/2. (7.8)

In fact, it is straightforward to see from (7.3) that for any 0 ≤ t ≤ T ,

Eh,highl0
(t) . Ehl0(t) . El0(t)) . El0+l1(t) . ε20.

On the other hand, noticing that t5/2 ≤ w
5

2(1−p)
γ+2s
γ on the set Ec(t) and l1 is given by

l1 =
5

4(1− p)
γ + 2s

γ
,

one has from (7.3) that

Eh,highl0
(t) . t−5/2El0+l1(t) . ε20t

−5/2.

Therefore, (7.8) holds true. Finally, one also can prove

‖∇xPf(t)‖+ ‖∇2
xφ‖ . (1 + t)−5/4 {ε0 +X(t)} . (7.9)

In fact, recalling (4.4), the solution f(t, x, v) to (1.4) can be written as

f(t) = S(t)f0 +

∫ t

0

S(t− τ)h(τ) dτ,

with

h = q∇xφ · ∇vf −
q

2
v · ∇xφf + Γ(f, f). (7.10)

Notice 〈h±,
√
µ〉 = 0. Applying Theorem 4.1 in the case when k = 0 and σ1 = 5/4, it follows that

‖∇xPf(t)‖+ ‖∇2
xφ‖ . ‖∇xf(t)‖+ ‖∇2

xφ‖

.ε0(1 + t)−5/4 +

∫ t

0

(1 + t− τ)−5/4
(∥∥wl∗h(τ)

∥∥
Z1

+
∥∥wl∗∇xh(τ)

∥∥) dτ,
where in the homogeneous part, we choose l∗ = l2 with l2 >

σ1(γ+2s)
γ = 5(γ+2s)

4γ , while in the nonhomo-

geneous part, for later use, we choose l∗ such that

5(γ + 2s)

4γ
< l∗ ≤ K − 5 +

γ + 2s

2γ
. (7.11)
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In fact, K ≥ 8, −3 < γ < −2s and 1/2 ≤ s < 1 imply that

γ + 2s

γ
=

∣∣∣∣γ + 2s

γ

∣∣∣∣ ≤ 3− 2s

2s
∈ [1/2, 2],

and hence

K > 5 +
3(γ + 2s)

4γ
, i.e.

5(γ + 2s)

4γ
< K − 5 +

γ + 2s

2γ
,

so that it is valid to choose l∗ as in (7.11). By using the direct calculations on the collision operator,
cf. Lemma 3.3, one can deduce that ∥∥wl∗Γ(f, f)

∥∥
Z1
. El0(t),∥∥wl∗q∇xφ · ∇vf∥∥Z1

+
∥∥∥wl∗ q

2
v · ∇xφf

∥∥∥
Z1

. El0(t).

where we have used ∑
|α|+|β|≤5

∥∥∥wl∗− γ+2s
2γ ∂αβ f

∥∥∥ . ∑
|α|+|β|≤5

∥∥wl0+K−5∂αβ f
∥∥ ,

which can be guaranteed by l0 +K − 5 ≥ l∗ − γ+2s
2γ due to l0 ≥ 0 and the choice of l∗ as before. Then,∥∥wl∗h(s)
∥∥
Z1
. El0(t).

Furthermore, in a similar way, one has∥∥wl∗q∇x(∇xφ · ∇vf)
∥∥+

∥∥∥wl∗ q
2
v · ∇x (∇xφf)

∥∥∥ . El0(t),∥∥wl∗∇xΓ(f, f)
∥∥ . El0(t),

which imply ∥∥wl∗h(t)
∥∥
Z1

+
∥∥wl∗∇xh(t)

∥∥ . El0(t).

With the above estimates and then using El0(t) ≤ (1 + t)−3/2X(t), one has

‖∇xPf(t)‖+ ‖∇2
xφ‖ .ε0(1 + t)−5/4 +X(t)

∫ t

0

(1 + t− τ)−5/4(1 + τ)−3/2dτ

.(1 + t)−5/4 (ε0 +X(t)) ,

(7.12)

which is the desired estimate (7.9).
Notice that one has the following inequalities∫ t

0

e−λ(tp−τp)(1 + τ)−( 3
2 +p) 3

2 dτ . (1 + t)−( 5
4 + 5p

2 ),∫ t

0

e−λ(tp−τp)τp−1(1 + τ)−
5
2 dτ . (1 + t)−

5
2 ,

and ∫ t

0

e−λ(tp−τp)(1 + τ)−5/2 dτ . (1 + t)−
3
2−p. (7.13)

Then, plugging (7.7), (7.8) and (7.9) into (7.6) and using 1/2 ≤ p < 1, one has

Ehl0(t) .
{
ε20 +X

3
2 (t) +X2(t)

}
(1 + t)−

3
2−p, (7.14)

for any 0 ≤ t ≤ T .

Step 3. In the same way to prove (7.12) basing on (7.9) and (7.10), one can show

‖f‖+ ‖∇xφ‖ . (1 + t)−
3
4 {ε0 +X(t)} . (7.15)

Noticing El0(t) ∼ ‖Pf‖2 + ‖∇xφ‖2 + Ehl0(t), (7.15) together with (7.14) give

El0(t) . (1 + t)−
3
2

{
ε20 +X

3
2 (t) +X2(t)

}
. (7.16)

Now, recall (6.1). The desired estimate (7.1) follows from (7.3), (7.14) and (7.16). This completes the
proof of Lemma 7.1. �
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The proof of Theorem 1.1. It is immediate to follow from the a priori estimate (7.1) that X(t) . ε20 holds
true for any 0 ≤ t ≤ T , as long as ε0 is sufficiently small. The rest is to prove the local existence and
uniqueness of solutions in terms of the energy norm El0+l1(t) and the non negativity of F± = µ +

√
µf ,

and the details of the proof are omitted for brevity; see also [21, 32] and [13]. Therefore, the global
existence of solutions follows with the help of the continuity argument, and the estimates (1.18), (1.19)
and (1.20) hold by the definition of X(t) (6.1). This completes the proof of Theorem 1.1. �

Finally we give a remark on the possibility of upgrading the rate (1+t)−
3
2−p in (1.20) to (1+t)−5/2 that

corresponds to the case p = 1. In fact, due to the technique of the paper it seems difficult to achieve such
optimal rate for Ehl0(t). The main reason is that the energy dissipation rate Dl0(t) in (7.4) is degenerate at
large velocity for soft potentials, and thus, although the first term on the right-hand side of (7.4) decays
with the optimal rate (1 + t)−5/2, it is impossible to deduce from (7.4) the optimal time decay of Ehl0(t)
because of the inequality (7.13). On the other hand it is still possible to obtain the optimal time decay
of only those high-order space differentiations in Ehl0(t) by applying the linearized estimate (4.5) to the
nonlinear system. Indeed, define

Ẽh0 (t) =
∑

1≤k≤K0

(
‖∇kxf(t)‖2 + ‖∇kxE(t)‖2

)
.

Then, with the help of Duhamel’s principle as well as Theorem 4.1, similar for obtaining (7.12), it is
straightforward to show that

Ẽh0 (t) . ε20(1 + t)−
5
2

for an appropriate choice of K0 in terms of K large enough.

Acknowledgements: RJD was supported by the General Research Fund (Project No. 400511) from
RGC of Hong Kong, and SQL was supported by the grant from the National Natural Science Foundation of
China under contract 11101188. RJD would thank Professor Seiji Ukai for his continuous encouragement
and strong support since they met each other in City University of Hong Kong in 2005, and this article
is dedicated to the memory of S. Ukai. SQL would like to express his gratitude for the hospitality of
the Department of Mathematics at The Chinese University of Hong Kong during his visit. The authors
would thank the anonymous referee for the valuable comments on the manuscript.

References

[1] Alexandre R., Morimoto Y., Ukai S., Xu C.-J., Yang T., Regularizing effect and local existence for non-cutoff Boltzmann

equation, Arch. Ration. Mech. Anal. 198 (2010), no. 1, 39–123.
[2] Alexandre R., Morimoto Y., Ukai S., Xu C.-J., Yang T., Global existence and full regularity of the Boltzmann equation

without angular cutoff, Comm. Math. Phys. 304 (2011), no. 2, 513–581.
[3] Alexandre R., Morimoto Y., Ukai, S., Xu C.-J., Yang T., The Boltzmann equation without angular cutoff in the whole

space: I, Global existence for soft potential, J. Funct. Anal. 263 (2012), no. 3, 915–1010.

[4] Caflisch, R. E., The Boltzmann equation with a soft potential, I, II, Comm. Math. Phys. 74 (1980), no. 2, 71–109.
[5] Degond P., Lemou M., Dispersion relations for the linearized Fokker-Planck equation, Arch. Rational Mech. Anal. 138

(1997), no. 2, 137–167.

[6] Duan R.-J., Hypocoercivity of linear degenerately dissipative kinetic equations, Nonlinearity 24 (2011), no. 8, 2165–
2189.

[7] Duan R.-J., Strain R. M., Optimal time decay of the Vlasov-Poisson-Boltzmann system in R3, Arch. Ration. Mech.

Anal. 199 (2011), no. 1, 291–328.
[8] Duan R.-J., Strain R. M., Optimal large-time behavior of the Vlasov-Maxwell-Boltzmann system in the whole space,

Comm. Pure. Appl. Math. 64 (2011), no. 11, 1497–1546.

[9] Duan R.-J., Ukai S., Yang T., Zhao H.-J., Optimal decay estimates on the linearized Boltzmann equation with time-
dependent forces and their applications, Comm. Math. Phys. 277 (2008), no. 1, 189–236.

[10] Duan R.-J., Yang, T., Zhao H.-J., The Vlasov-Poisson-Boltzmann system in the whole space: The hard potential case,

Journal of Differential Equations 252 (2012), no. 12, 6356–6386.
[11] Duan R.-J., Yang T., Zhao H.-J., The Vlasov-Poisson-Boltzmann system for soft potentials, Math. Models Methods

Appl. Sci. (2012), DOI: 10.1142/S0218202513500012.
[12] Duan R.-J., Yang T., Zhao H.-J., Global solutions to the Vlasov-Poisson-Landau system, unpublished note (2011),

arXiv:1112.3261.

[13] Gressman P. T., Strain R. M., Global classical solutions of the Boltzmann equation without angular cut-off, J. Amer.
Math. Soc. 24 (2011), no. 3, 771–847.

[14] Gressman P. T., Strain R. M., Sharp anisotropic estimates for the Boltzmann collision operator and its entropy

production, Adv. Math. 227 (2011), no. 6, 2349–2384.



34 R.-J. DUAN AND S.-Q. LIU

[15] Guo Y., Boltzmann diffusive limit beyond the Navier-Stokes approximation, Comm. Pure Appl. Math. 59 (2006), no.
5, 626–687.

[16] Guo Y., Classical solutions to the Boltzmann equation for molecules with an angular cutoff, Arch. Ration. Mech. Anal.

169 (2003), no. 4, 305–353.
[17] Guo Y., The Boltzmann equation in the whole space, Indiana Univ. Math. J. 53 (2004), 1081–1094.

[18] Guo Y., The Landau equation in a periodic box, Comm. Math. Phys. 231 (2002), 391–434.

[19] Guo Y., The Vlasov-Maxwell-Boltzmann system near Maxwellians, Invent. Math. 153 (2003), no. 3, 593–630.
[20] Guo Y., The Vlasov-Poisson-Boltzmann system near Maxwellians, Comm. Pure. Appl. Math. 55 (2002), no. 9, 1104–

1135.
[21] Guo Y., The Vlasov-Poisson-Laudau system in a periodic box, J. Amer. Math. Soc. 25 (2012), 759–812.

[22] Hsiao L., Yu H.-J., On the Cauchy problem of the Boltzmann and Landau equations with soft potentials, Quart. Appl.

Math. 65 (2007), no. 2, 281–315.
[23] Krall N. A., Trivelpiece A. W., Principles of Plasma Physics, McGraw-Hill, 1973.

[24] Liu S.-Q., Zhao H.-J., Diffusive expansion for solutions of the Boltzmann equation in the whole space, J. Differential

Equations 250 (2011), no. 2, 623–674.
[25] Liu S.-Q., Yu H.-J., Optimal time decay of the Landau equation with potential force, preprint, 2011.

[26] Mouhot C., Explicit coercivity estimates for the linearized Boltzmann and Landau operators, Comm. Partial Differ-

ential Equations 31 (2006), no. 7-9, 1321–1348.
[27] Mouhot C., Strain R. M., Spectral gap and coercivity estimates for linearied Boltzmann collision operators without

angular cutoff, J. Math. Pures Appl. (9) 87 (2007), no. 5, 515–535.

[28] Pao Y. P., Boltzmann collision operator with inverse-power intermolecular potentials. I, II, Comm. Pure Appl. Math.
27 (1974), 407–428, Comm. Pure Appl. Math. 27 (1974), 559–581.

[29] Strain R. M., Optimal time decay of the non cut-off Boltzmann equation in the whole space, Kinetic and Related

Models 5 (2012), no. 3, 583–613.
[30] Strain R. M., Guo Y., Almost exponential decay near Maxwellian, Comm. P.D.E. 31 (2006), no. 1-3, 417–429.

[31] Strain R. M., Guo Y., Exponential decay for soft potentials near Maxwellian, Arch. Ration. Mech. Anal. 187 (2008),
no. 2, 287–339.

[32] Strain R. M., Zhu K., The Vlasov-Poisson-Landau System in R3
x, preprint 2012, arXiv:1202.2471.

[33] Ukai S., On the existence of global solutions of mixed problem for non-linear Boltzmann equation, Proc. Japan Acad.
50 (1974), 179–184.

[34] Ukai S., Asano K., On the Cauchy problem of Boltzmann equation with a soft potential, Publ. Res. Inst. Math. Sci.

18 (1982), 477–519.
[35] Villani C., A review of mathematical topics in collisional kinetic theory, North-Holland, Amsterdam, Handbook of

mathematical fluid dynamics, Vol. I, 2002, pp. 71-305.

[36] Yang T., Yu H.-J., Optimal convergence rates of classical solutions for Vlasov-Poisson-Boltzmann system, Comm.
Math. Phys. 301 (2011), 319–355.

[37] Yang T., Yu H.-J., Zhao, H.-J., Cauchy problem for the Vlasov-Poisson-Boltzmann system, Arch. Ration. Mech. Anal.

182 (2006), no. 3, 415–470.
[38] Yang T., Zhao H.-J., Global existence of classical solutions to the Vlasov-Poisson-Boltzmann system, Comm. Math.

Phys. 268 (2006), no. 3, 569–605.

(RJD) Department of Mathematics, The Chinese University of Hong Kong, Shatin, Hong Kong
E-mail address: rjduan@math.cuhk.edu.hk

(SQL) Department of Mathematics, Jinan Unviersity, Guangdong, P.R. China
E-mail address: shqliusx@163.com


