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Abstract� We consider the solutions of Hermitian Toeplitz�plus�band sys�
tems �An � Bn�x � b� where An are n�by�n Toeplitz matrices and Bn are
n�by�n band matrices with band�width independent of n� These systems ap�
pear in solving integro�di	erential equations and signal processing� However�
unlike the case of Toeplitz systems� no fast direct solvers have been developed
for solving them� In this paper� we employ preconditioned conjugate gradi�
ent method with band matrices as preconditioners� We prove that if An is
generated by a non�negative piecewise continuous function and Bn is positive
semide
nite� then there exists a band matrix Cn� with band�width indepen�
dent of n� such that the spectra of C��n �An � Bn� are uniformly bounded
by a constant independent of n� In particular� we show that the solution of
�An �Bn�x � b can be obtained in O�n logn� operations�

Abbreviated Title� Toeplitz�plus�Band Systems

Key words� Toeplitz matrix� band matrix� generating function� precondi�
tioned conjugate gradient method
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� Introduction

In this paper� we consider the solution of systems of the form �An �Bn�x �
b� where An is an n�by�n Hermitian Toeplitz matrix �i�e� the entries of
An are the same along its diagonals� and Bn is an n�by�n Hermitian band
matrix with band�width independent of n� These systems appear in solving
Fredholm integro�di	erential equations of the form

Lfx���g�

Z �

�

K��� ��x���d� � b����

Here x��� is the unknown function to be found� K��� is a convolution kernel�
L is a di	erential operator and b��� is a given function� After discretization�
K will lead to a Toeplitz matrix� L a band matrix and b��� the right hand side
vector� see Delves and Mohamed ��� p������ Toeplitz�plus�band matrices also
appear in signal processing literature and have been referred to as periheral
innovation matrices� see Carayannis et� al� ����

For Toeplitz systems Anx � b� fast and superfast direct solvers of com�
plexity O�n�� and O�n log� n� respectively have been developed� see for in�
stance Trench �
�� and Ammar and Gragg �
�� However� there exists no fast
direct solvers for solving Toeplitz�plus�band systems� It is mainly because
the displacement rank of the matrix An � Bn can take any value between �
and n� Hence fast Toeplitz solvers that are based on small displacement rank
of matrices cannot be applied�

We note that given any vector x� the product �An � Bn�x can be com�
puted in O�n logn� operations� In fact� Anx can be obtained by Fast Fourier
Transform by 
rst embedding An into a �n�by��n circulant matrix� see Strang
���� Thus iterative methods such as the conjugate gradient method can be
employed for solving these systems� The convergence rate of the conjugate
gradient method depends on the specturm of the matrix An�Bn� see Golub
and van Loan ���� However� in general� the specturm of An� and hence of
An�Bn� is not clustered and the method will therefore converge slowly� Hence
a suitable preconditioner should be chosen to speed up the convergence�

For Toeplitz systems Anx � b� circulant preconditioners have been proved
to be successful choices under the assumption that the diagonals of An are
Fourier coe�cients of a positive ���periodic continuous function� In that
case� Chan and Yeung ��� proved that the convergence rate of the method

�



is superlinear� However� circulant preconditioners do not work for Toeplitz�
plus�band systems� In fact� Strang�s circulant preconditioner ��� is not even
de
ned for non�Toeplitz matrices� T� Chan�s circulant preconditioner� while
de
ned for An � Bn� will not work well when the eigenvalues of Bn are not
clustered� see the numerical results in x�� Even if we approximate An by
a circulant preconditioner Mn� the matrix Mn � Bn cannot be used as a
preconditioner since the system �Mn �Bn�z � y cannot be solved easily�

In this paper� we use band matrices Cn as preconditioners� We will assume
that Bn is an arbitrary Hermitian positive semide
nite band matrix with
band�width independent of n and the diagonals of An are Fourier coe�cients
of a non�negative piecewise continuous function f � In that case� An � Bn

will be Hermitian positive de
nite� We prove that if the essential in
mum
of f is attained by 
nitely many points in ���� �� and if f is su�ciently
smooth around these points� then there exists a Hermitian positive de
nite
band matrix Cn� with band�width independent of n� such that the spectra of
C��n �An�Bn� are uniformly bounded by a constant independent of n� Hence
for a given tolerance� the number of iterations required for convergence is
independent of n� Since the band matrix system Cnx � b can be solved in
O�n� operations� the total complexity of the method is O�n logn��

The outline of the rest of the paper is as follows� In x�� we introduce
our preconditioners Cn and study the spectral properties of An � Bn and
Cn� In x�� we show that the spectra of C��n �An�Bn� are uniformly bounded
by constants independent of n� Finally� numerical examples and concluding
remarks are given in x��

� Construction of the Preconditioner Cn

To begin with� let C� be the set of all non�negative piecewise continuous
functions de
ned on ���� ��� For all f � C�� let

tk�f � �



��

Z �

��

f���e�ik�d�� k � ���
���� � � �

be the Fourier coe�cients of f � Since f is real�valued�

t�k�f � � �tk�f �� k � ���
���� � � � �
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Let An�f � be the n�by�n Hermitian Toeplitz matrix with the �j� l�th entry
given by tj�l�f �� The function f is called the generating function of the
matrices An�f �� We recall that a point �� is said to be a zero of f with order
� if f���� � � and � is the smallest positive integer such that f ������� �� �
and f �������� is continuous in a neighborhood of ���

In the following� we denote the essential in
mum and the essential supre�
mum of f by fmin and fmax respectively� We will assume that f attains fmin

at 
nitely many points in ���� �� and that f is smooth around these points�
More precisely� we assume that f���� fmin has 
nitely many zeros in ���� ��
and that the orders of these zeros are 
nite and positive� Notice that the
matrix An�f � is unchanged when f is rede
ned at 
nitely many points� Thus
we can always assume without loss of generality that f is continuous at those
minimum points�

From the assumptions� we see that fmax �� fmin� Then by using the fact
that

u�An�g�u �



��

Z �

��

j
nX

j��

uje
i�j����j�g���d� �
�

for any g � C� and any n�vector u � �u�� � � � � un�
�� Chan ��� Lemma 
� proved

that
�min�An�f �� 	 fmin� ���

Here �min�An�f �� is the smallest eigenvalue of An�f �� Since f is non�negative�
An�f � is positive de
nite for all n� In the following� we will assume that the
band matrices Bn are Hermitian positive semide
nite matrices with band�
width �
�
 and that 
 is independent of n� Clearly the matrix An�f � �Bn

is positive de
nite for all n�
For all n 	 �� our preconditioners Cn are de
ned as

Cn � An�b�� �Bn � fmin � In� ���

Here

b���� � ��� � cos ��� � �� sin�
�

�
�����

and it has a unique zero of order �� at � � �� We remark that An�b�� is a
symmetric band Toeplitz matrix of band�width ����
� and its diagonals are
given by the Pascal triangle� see Chan ���� Clearly� Cn is a symmetric band
matrix of band�width

��� 
 � maxf��� 
� �
 � 
g�
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Moreover� since the minimum of b� is �� it follows from ��� and ��� that

�min�Cn� � �min�An�b��� � �min�Bn� � fmin 	 fmin � ��

In particular� the preconditioner Cn is positive de
nite for all n� We note
that in ��� Theorem ��� we have shown that An�b����� � fmin � In is a good
preconditioner for An�f �� Thus intuitively� we expect Cn so de
ned to be a
good preconditioner for An�f � � Bn�

� Condition Number of the Preconditioned

Matrix

In this section� we show that the spectra of C��n �An � Bn� are uniformly
bounded by constants independent of n� We 
rst consider generating func�
tions f in C� where f���� fmin has only one zero at ��� Let the order of ��
be �� We note that f ������� 	 � and � must be even� We remark also that
we can assume without loss of generality that �� � �� In fact the function
f�� � ���� fmin has a zero at � � � and

An�f�� � ���� � V �nAn�f����Vn�

where Vn � diag�
� e�i��� e��i�� � � � � � e�i�n������� see Chan ��� Lemma ���

Theorem � Let f � C�� Suppose that f��� � fmin has a unique zero at

� � � with order equal to ��� Let Cn � An�b�� � Bn � fmin � I� Then


�C��n �An�f � �Bn�� is uniformly bounded for all n 	 ��

Proof� By assumption� there exists a neighborhood N of � such that f is
continuous in N � De
ne

F ��� �
f���

��� � cos ��� � fmin
�

Clearly F is continuous and positive for � � N n f�g� Since

lim
���

F ��� �

��
�


 fmin 	 ��
f �������

�����
fmin � ��

�



is positive� F is a continuous positive function in N � Since f is piecewise
continuous and positive almost everywhere in ���� �� n N � we see that F is
a piecewise continuous function with a positive essential in
mum in ���� ���
Hence there exist constants b�� b� 	 �� such that b� 	 F ��� 	 b� almost
everywhere in ���� ��� Without loss of generality� we assume that b� � 
 �
b�� By using �
�� we then have

b� 	
u�An�f �u

u��An�b�� � fmin � In�u
	 b�

for any n�vector u� Recall that Bn is positive semide
nite and Cn � An�b���
Bn � fmin � In� we then have

b� 	
u��An�f � �Bn�u

u�Cnu
	 b��

for any n�vector u� Hence 
�C��n �An�f ��Bn�� 	 b��b�� which is independent
of n� �

We remark that the results can be readily generalized to the case where fmin

is attained at 
nitely many points� cf� Chan ��� Theorem ��� The band�width
of Cn will be given by

��� 
 � maxf
X
j

�j � 
� �
 � 
g�

where �j are the orders of the zeros of f���� fmin and the summation is over
all such zeros�

Next we consider the computational cost and storage requirement of our
method� The number of operations per iteration in the preconditioned conju�
gate gradient method depends mainly on the work of computing the matrix�
vector multiplication C��n �An�f ��Bn�y� see for instance Golub and van Loan
���� In this case� the matrix�vector multiplicationBny requires only ��
�
�n
operations and the product An�f �y can be done in O�n logn� operations by
the Fast Fourier Transform� The system Cny � z can be solved by using any
band matrix solver� The cost of factorizing Cn is about �

�
��n operations and

then each subsequent solve requires an extra ����
�n operations� Hence the
total operations per iteration is of order O�n logn� as � and 
 are indepen�
dent of n� It is well�known that the number of iterations required to attain

�



a given tolerance � is bounded by




�

p

�C��n �An �Bn�� log�




�
� � 
�

Since the condition number is uniformly bounded in this case� the overall
work required to attain the given tolerance is of O�n logn� operations�

As for the storage� we need 
ve n�vectors in the conjugate gradient
method� The diagonals of An and the bands of Bn require extra �
 � �� n�
vectors� and 
nally� we need an n�by����
� matrix to hold the factors of the
preconditoner Cn� Thus the overall storage requirement is about �����
�n�
which is signi
cantly less than the O�n�� storage required by Gaussian elim�
ination method�

� Numerical Results and Concluding Remarks

To test the convergence rate of the preconditioner� we considered two di	erent
band matrices� The 
rst one is the diagonal matrix

Dn � fmax � diag���



n
�
�

n
� � � � �

n� 


n
�

whose eigenvalues are distributed uniformly in the interval ��� fmax�� The
second one is a symmetric tridiagonal matrix given by

B���
n � �n� 
�� �

��

n� 


�
������

� ��
�

��
�

� �	
�

�	
�

�
� � �

� � � � � � ��n��
�

��n��
�

�n

�
					

�

Notice that B
���
n is the discretization matrix of the operator

d

d�

�
�� � ��

d

d�

�

in ���� ��� Clearly� the matrices B
���
n are irreducibly diagonally dominant�

hence they are positive de
nite�

�



In our tests� the vector of all ones is the right hand side vector� the zero
vector is the initial guess and the stopping citerion is jjrqjj��jjr�jj� 	 
��
�
where rq is the residual vector after q iterations� The computation are done
with ��byte arithmetic on a Vax ����� Three di	erent generating functions
were tested� They are ��� cosh � and

J��� �

�
�� j�j 	 ����

 j�j 	 ����

The corresponding band�widths of Cn are �� � and � respectively�
For comparison� we also solved the problems with two other precondition�

ers� The 
rst one is the T� Chan circulant preconditioner Tn corresponding
to the matrix An�f ��Bn� The second preconditioner En� which has the same
band�width as Cn� is obtained by just copying the diagonals of An�f � � Bn�
We note that some of the En may be inde
nite� In contrast� Cn and Tn are
always positive de
nite� Tables 
 to � show the number of iterations required
for convergence ��� means more than 
��� iterations�� We see that as n in�
creases� the number of iterations stays almost the same when Cn is used as
the preconditioner while it increases if others are used�

f �� cosh � J���

n No Cn En Tn No Cn En Tn No Cn En Tn
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� 
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Table 
� Number of Iterations for Bn � Dn�
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We conclude that our algorithm solves the system �An � Bn�x � b in
O�n logn� operations for a certain class of Toeplitz matrices An� The cost
is signi
cantly less than the O�n�� cost required by Gaussian elimination
method� We note that the spectra of C��n �An�f � �Bn� in general will not be
clustered around 
 although they are uniformly bounded� We 
nally remark
that our results in this paper extend those obtained in Chan ���� More
precisely� in ���� we proved that 
�C��n An�f �� is uniformly bounded whenever
f is ���periodic continuous� However� using Theorem 
 with Bn equal to a
zero matrix� we see that the same conclusion holds whenever f is ���periodic
piecewise continuous�
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