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We consider applying the preconditioned conjugate gradient (PCG) method to solving linear systemsAx = b
where the matrixA comes from the discretization of second-order elliptic operators with Dirichlet boundary
conditions. Let(L+6)6−1(Lt +6) denote the block Cholesky factorization ofA with lower block triangular
matrixL and diagonal block matrix6. We propose a preconditionerM = (L̂+ 6̂)6̂−1(L̂t + 6̂) with block
diagonal matrix6̂ and lower block triangular matrix̂L. The diagonal blocks of̂6 and the subdiagonal
blocks ofL̂ are respectively the optimal sine transform approximations to the diagonal blocks of6 and the
subdiagonal blocks ofL. We show that for two-dimensional domains, the construction cost ofM and the cost
for each iteration of the PCG algorithm are of orderO(n2 logn). Furthermore, for rectangular regions, we
show that the condition number of the preconditioned systemM−1A is of orderO(1). In contrast, the system
preconditioned by the MILU and MINV methods are of orderO(n). We will also show thatM can be obtained
from A by taking the optimal sine transform approximations of each sub-block ofA. Thus, the construction
of M is similar to that of Level-1 circulant preconditioners. Our numerical results on two-dimensional square
and L-shaped domains show that our method converges faster than the MILU and MINV methods. Extension
to higher-dimensional domains will also be discussed. © 1997 by John Wiley & Sons, Ltd.
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1. Introduction

In this paper, we study the numerical solutions of second order elliptic equations with
Dirichlet boundary conditions by iterative methods. After discretization by using standard
finite-difference method, such problems reduce to the solution of linear systems of the form
Ax = b whereA is usually symmetric and positive definite. One of the most popular iterative
methods for solving such systems is the conjugate gradient (CG) method, see Axelsson and
Barker [1, p.18]. In general, the convergence rate of the CG method depends on the condition
numberκ(A) of A. The smallerκ(A) is, the faster the convergence of the method will be.
However, ifκ(A) is large, then we can apply the preconditioned conjugate gradient (PCG)
method, i.e. we apply the CG method to the preconditioned systemM−1Ax = M−1b. The
matrix M, called a preconditioner to the matrixA, is chosen with two criteria in mind:
Mr = d is easy to solve for any vectord; the spectrum ofM−1A is clustered and/orM−1A

is well conditioned compared withA.
One of the successful classes of preconditioners for elliptic problems is the class of mod-

ified incomplete LU (ILU, MILU) factorizations, see for instance, Axelsson and Barker [1,
p.337] and Dupont, Kendall and Rachford [11]. The ILU method computes an approximate
LU factorizationM of A based on the Gaussian elimination in which fill-ins at the (i, j )th
element are dropped if the(i, j)th entry ofA is zero. In the MILU method, the dropped fill-
ins are added back to the diagonal plus an additional term 1/n2, where 1/n is the mesh-size.
For matricesA arising from the discretization of second-order elliptic problems, usually
κ(A) = O(n2). However, it has been proved in Dupont, Kendall and Rachford [11] that
the condition numbersκ(M−1A) of the preconditioned systems for the ILU and the MILU
methods are bounded byO(n2) andO(n) respectively.

Besides the ILU-type preconditioners, incomplete block Cholesky factorizations (INV,
MINV) are another popular class of block preconditioners for solving two-dimensional
elliptic problems. The motivation behind these preconditioners comes from the complete
block Cholesky decomposition ofA. For any tridiagonal matrixD1 and non-singular tridi-
agonal matrixD2, the INV preconditioner approximates the Schur complementD1 − D−1

2
by the band matrixD1 − 73(D

−1
2 ). Here73(D

−1
2 ) denotes the tridiagonal matrix with

diagonals identical to the three main diagonals ofD−1
2 . In the MINV method, the dropped

bands are added back to the main diagonal. Numerical experiments in [10] indicate that the
condition numbersκ(M−1A) of the INV and the MINV methods are bounded byO(n2)

andO(n) respectively.
In [4], Chan and Chan propose another class of preconditioners which is based on aver-

aging the coefficients ofA to form a circulant approximation. Part of the motivation is to
exploit the fast inversion of circulant systems via the fast Fourier transform (FFT). They
proved that circulant preconditioners can be chosen so thatκ(M−1A) = O(n), just like
that for the MILU and MINV type preconditioners.

The fact that the condition numbers of the Dirichlet problems are not improved by cir-
culant preconditioners can be explained partly by a result in Manteuffel and Parter [13,
Theorem 3.1]. The result states that in order to improve the condition number, the Dirichlet
boundary condition of a given problem should be retained by the preconditioner. For the
model problem, i.e. the Laplacian operator with Dirichlet boundary condition, its circulant
preconditioner is the same Laplacian operator but with periodic boundary condition. Thus
the boundary condition is changed. We note that this circulant preconditioner, being a cir-
culant matrix, can be diagonalized by the Fourier transform matrix. For general Dirichlet
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problems with discrete matrixA, the circulant preconditioner proposed in Chan and Chan
[4] is defined to be the best circulant approximation toA in Frobenius norm, i.e., it is
the best approximation toA in Frobenius norm amongst the class of matrices that can be
diagonalized by the Fourier matrix.

However, we note that for the model problem, i.e., the Laplacian operator with Dirichlet
boundary condition, its discretization matrix can be diagonalized not by the Fourier matrix,
but by the sine-transform matrix. Thus, for general Dirichlet problems, a possible approach
to finding a good preconditioner is to look for the best approximation in Frobenius norm
amongst all matrices that can be diagonalized by the sine-transform matrix. This gives
an exact approximation for the model problem. We remark that Lirkov, Margenov and
Vassilevski in [12] construct a circulant preconditioner that matches boundary condition by
embedding the original Dirichlet boundary value problem to become ay-periodic boundary
value problem. It can be proved that the condition number of the preconditioned systems is
of orderO(1). However, the cost per PCG iteration, which is dominated by taking FFT on
the embedded problem, will be twice as much as that of the original problem, see [12].

In this paper, we propose a class of block preconditioners which is based on the idea of
constructing the INV preconditioner. However, we will use matrices that can be diagonalized
by the sine transform matrix to approximate the Schur complementD1 − D−1

2 instead of
using band matrices as in the INV method or the circulant matrices. For a given matrixK,
the optimal sine transform approximation toK is the minimizer of‖B − K‖F over the set
of matricesB that can be diagonalized by the discrete sine transform matrix. Here‖ · ‖F
denotes the Frobenius norm. The minimizer, denoted bys(K), will be used in constructing
our preconditioners. The motivation behind our choosing the sine transform approximation
rather than circulant ones is that the optimal sine transform approximation gives exact
approximation to the discrete Laplacian with Dirichlet boundary conditions. Therefore we
expect our preconditioners still to be good approximations of elliptic operators that are
small perturbations of the Laplacian. Our theoretical and numerical results in Sections 3
and 5 verify this claim.

The construction of our block preconditionersM is similar to that of the INV, namely,
both use easily invertible matrices to approximate Schur’s complements. However, for
elliptic problems on two-dimensional rectangular domains, we will show that ourM can
also be constructed from the matrixA by taking the optimal sine transform approximations
of eachn-by-n block of A. Thus, the construction ofM is also similar to the so-called
Level-1 circulant approximation ofA as defined in Chan and Olkin [9]. We will see that the
construction cost ofM and the matrix–vector multiplicationM−1v for any vectorv can be
done inO(n2 logn) operations. Furthermore, we will show that the condition number of
the preconditioned systemM−1A is of orderO(1). ThusM is an efficient preconditioner.
We note that both the construction (based on averaging of the coefficients of the elliptic
operator) and the inversion (using fast sine transforms) of our preconditioner are highly
parallelizable. Moreover, we remark that the construction approach we use can easily be
extended to two-dimensional irregular domains or higher dimensional regular domains.
Our numerical results on two-dimensional rectangular and L-shaped domains show that our
preconditioners work better than the MILU, MINV and circulant preconditioners.

The outline of the paper is as follows. In the next section, we will describe the optimal
sine transform approximation for general matrices. In section 3, we use the optimal sine
transform approximation to construct a block preconditioner on a two-dimensional rectan-
gular domain. We will show that the INV approach is the same as the Level-1 approach and
we will also analyze the spectral condition number of the preconditioned system. In section
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4, we extend the definition of our preconditioner to two-dimensional irregular domains and
also higher dimensional regular domains. Finally, numerical results and concluding remarks
are given in section 5 and section 6 respectively.

2. Sine transform approximations for general matrices

In this section we recall some of the results in approximating a given matrix by matrices
that can be diagonalized by the discrete sine transform. LetSn be then-by-n discrete sine
transform matrix. Its(i, j)th entry is given by

√
2

n + 1
sin(

πij

n + 1
), 1 ≤ i, j ≤ n

We note thatSn is symmetric, orthogonal and the matrix–vector multiplicationSnv can be
computed inO(n logn) operations for anyn-vectorv, see Yip and Rao [14].

Let @n×n be the vector space containing all then-by-n matrices that can be diagonalized
by Sn. GivenB ∈ @n×n, we now show that the productB−1v for any vectorv can be done
in O(n logn) operations. We first emphasize the relationship between the first column ofB

and its eigenvalues. SinceB = Sn3Sn for some diagonal matrix3, if en = (1, 0, . . . , 0)t

and 1n = (1, 1, . . . , 1)t , then we have

D−1SnBen = 31n (2.1)

whereD is the diagonal matrix whose diagonal is equal toSnen. Thus, by exploiting the fast
sine transform, the matrix3and hence the matrix–vector multiplicationB−1v = Sn3

−1Snv

can be computed inO(n logn) operations.
Given ann-by-n matrix A, we are interested in finding a matrixB ∈ @n×n which

minimizes‖An −B‖F in the Frobenius norm‖ · ‖F. We will denote the minimizer bys(An)

and called it the optimal sine transform approximation toAn. The following lemma gives
some basic properties ofs(An).

Lemma 2.1. LetAn be ann-by-n symmetric matrix ands(An) be the minimizer of‖Bn −
An‖F over allBn ∈ @n×n. Thens(An) is uniquely determined byAn and is given by

s(An) = Snδ(SnAnSn)Sn (2.2)

whereδ(SnAnSn) denotes the diagonal matrix whose diagonal is equal to the diagonal of
the matrixSnAnSn. Furthermore,

λmin(An) ≤ λmin(δ(An)) ≤ λmax(δ(An)) ≤ λmax(An)

In particular, if An is positive definite, thens(An) is also positive definite.

Proof
Follows directly from Chan and Jin [7, Lemma 1].

We note that formings(An) by computing all the diagonal entries ofSnAnSn as in
(2.2) requiresO(n2 logn) operations. Chan, Ng and Wong [8] give another approach of
constructings(An) which reduces the cost toO(n2) operations. Before we describe how
the matrixs(An) is formed, we need the following definitions.
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Definition 2.1. LetQi , i = 1, . . . , n, ben-by-n matrices with the(h, k)th entry given by

Qi(h, k) =




1 if |h − k| = i − 1
−1 if h + k = i − 1
−1 if h + k = 2n − i + 3
0 otherwise

Boman and Koltracht in [3] showed that{Qi}ni=1 is a basis for@n×n. We note that eachQi

is a sparse matrix with at most 2n non-zero entries. Also, we let

rn = (1t
n(Q1 ◦ An)1n, 1t

n(Q2 ◦ An)1n, . . . , 1t
n(Qn ◦ An)1n)

t (2.3)

where◦ is the Hadamard product.
With the help of the above definitions, we can give explicit formula for the entries of the

minimizers(An).

Lemma 2.2. (Chan, Ng and Wong [8])Let An = [ajk] be ann-by-n symmetric matrix
and s(An) be the minimizer of‖Bn − An‖F over all Bn ∈ @n×n. Denotez to be the first
column ofs(An). If so and se are defined respectively to be the sum of the odd and even
index entries ofrn, then we have

[z]1 = 1

2(n + 1)
(2[rn]1 − [rn]3)

[z]i = 1

2(n + 1)
([rn]i − [rn]i+2) i = 2, . . . , n − 2

with

[z]n−1 = 1

2(n + 1)
(so + [rn]n−1)

[z]n = 1

2(n + 1)
(2se + [rn]n)

if n is even; and

[z]n−1 = 1

2(n + 1)
(se + [rn]n−1)

[z]n = 1

2(n + 1)
(2so + [rn]n)

if n is odd.

We remark that ifAn has no special structure, thenrn can be computed inO(n2) operations
becauseQi are sparse with onlyO(n) non-zero entries each. Therefore,s(An) can be
computed inO(n2) operations. However, we show below that ifAn is a band matrix, then
the cost can be reduced.

Corollary 2.1. The construction cost of the optimal sine transformation approximation
s(An) is of orderO(`n) if An is ann-by-n band matrix with bandwidth̀.
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Proof
By the definition ofQi in Definition 1, Qi ◦ An has at most 2̀non-zero entries fori =
3, . . . , n. When i = 1, 2, the number of non-zero entries ofQi ◦ An is less than 2n.
Therefore, the cost of formingrn in (2.3) is bounded byO(`n). Hence by Lemma 2,s(An)

can be calculated inO(`n) operations.

It is well known that the discrete sine transform matrixSn diagonalizes the set of sym-
metric tridiagonal Toeplitz matrices. By the definition ofs(An) or (2.2), the optimal sine
transform preconditioner gives exact approximation to all matrices in the set, in particu-
lar to the one-dimensional discrete Laplacian: tridiag[−1, 2, −1]. Therefore, the system
tridiag[−1, 2, −1]x = b can be solved in exactly one iteration by the PCG method with
s(An) as preconditioner and the condition number of the preconditioned system isO(1).
We therefore expect our preconditioner still to be a good approximation for elliptic opera-
tors that are small perturbations of the Laplacian. In contrast, we remark that the condition
number of the system preconditioned by the optimal circulant preconditioner is ofO(n3/2),
see Chan and Chan [4]. In the following sections, we will use the optimal sine transform ap-
proximation to construct block preconditioners for elliptic problems in higher dimensional
domains.

3. Two-dimensional rectangular domains

In this section, we apply the optimal sine transform approximation to construct a block
preconditioner on the two-dimensional rectangular domain. The construction is given in
section 3.1 and the analysis of the spectral condition number of the preconditioned system
is given in section 3.2.

3.1. Construction of preconditioners

Consider the two-dimensional elliptic problems

− (a(x, y)ux)x − (b(x, y)uy)y = f (x, y) (3.1)

on the unit square [0, 1] × [0, 1] with Dirichlet boundary condition. Assume that the coef-
ficient functionsa(x, y), b(x, y) satisfy

0 < cmin ≤ a(x, y), b(x, y) ≤ cmax (3.2)

for some constantscmin andcmax. Let the domain be discretized by using a uniform grid
with n internal grid points in each co-ordinate direction. With the usual five-point centered
differencing, the resulting discretization matrixA will be ann2-by-n2 symmetric positive
definite matrix of the form

A =




D1 A2
A2 D2 A3

. . .
. . .

. . .

. . .
. . . An

An Dn




(3.3)
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HereDi are symmetric tridiagonal matrices for 1≤ i ≤ n andAi are diagonal matrices for
2 ≤ i ≤ n.

Let

L =




0
A2 0

A3
. . .

. . .
. . .

An 0




(3.4)

be the block lower triangular matrix. Then the block Cholesky factorization ofA can be
written as

A = (6 + L)6−1(6 + Lt)

where6 is a symmetric block diagonal matrix with diagonal blocks6i satisfying

61 = D1

6i = Di − Ai6
−1
i−1Ai, 2 ≤ i ≤ n (3.5)

Because of the work and storage required in large problems for computing the Schur com-
plements6i , carrying out the complete block Cholesky factorization is not an efficient way
for solving the systemsAx = b.

Concus, Golub and Meurant in [10] focus on sparse approximations on the matrices6i .
Their idea is to approximate6i by band matrices consisting of the three main diagonals of
6i . More precisely, their preconditionerM is defined as follows:

M = (1 + L)1−1(1 + Lt)

where1 is a symmetric block diagonal matrix with diagonal blocks1i satisfying

11 = D1

1i = Di − 73(Ai1
−1
i−1Ai), 2 ≤ i ≤ n (3.6)

Here73(Ai1
−1
i−1Ai) is the tridiagonal matrix consisting of the three main diagonals of

Ai1
−1
i−1Ai .

The preconditionerM is called the INV preconditioner in [10] and each1i is proved to
be positive definite by showing that the minimum row sum of matrices1i +Ai+1 are greater
than zero. Hence, the factorization process (3.6) can be carried out for 2≤ i ≤ n. It was
also proved that the inverse of ann-by-n symmetric tridiagonal matrix is determined by two
n-vectors which can be computed inO(n) operations and hence forming73(Ai1

−1
i−1Ai)

only needsO(n) operations. As a result, forming the INV preconditionerM and computing
M−1v can be done inO(n2) operations.

In this paper, we use an optimal sine transform preconditioner to approximate each
6i . We follow the approach in [10] and propose, for any matrixA that satisfies (3.3), a
preconditioner̂s(A) of the form

ŝ(A) = (6̂ + L̂)6̂−1(6̂ + L̂t ) (3.7)

© 1997 by John Wiley & Sons, Ltd. Numer. Linear Algebra Appl., Vol. 4, 351–368 (1997)
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Here

L̂ ≡




0
s(A2) 0

s(A3) ·
. . .

. . .

s(An) 0




(3.8)

is a block lower triangular matrix which approximatesL and

6̂ ≡




6̂1 0
6̂2

. . .

0 6̂n




is a diagonal block matrix with diagonal blocks6̂i satisfying

6̂1 = s(D1)

6̂i = s(Di) − s(Ai)6̂
−1
i−1s(Ai), 2 ≤ i ≤ n (3.9)

In order to ensure the above factorization can be carried out, we show in the next theorem
that each6̂i is positive definite. In addition, the theorem also proves that the preconditioner
ŝ(A) actually comes from the matrixA by taking the optimal sine transform approximations
to eachn-by-n block ofA. Thus, the construction of our preconditioner is similar to that of
the Level-1 circulant preconditioners proposed by Chan and Olkin [9].

Theorem 3.1. Let A be ann2-by-n2 symmetric positive definite matrix of the form given
in (3.3). Define

G =




s(D1) s(A2)

s(A2) s(D2) s(A3)

. . .
. . .

. . .

. . .
. . . s(An)

s(An) s(Dn)




(3.10)

wheres(·) is the optimal sine approximation. ThenG is positive definite and the block
Cholesky factorization ofG is given by

(6̂ + L̂)6̂−1(6̂ + L̂t )

whereL̂ and6̂ are given in (3.8) and (3.9) respectively. In particular,G = ŝ(A) and hence
ŝ(A) and6̂i are positive definite.

Proof
The positive definiteness ofG follows from Chan and Jin [7, Theorem 1]. Similar to (3.5),
the block Cholesky factorization ofG is given by

G = (8 + L̂)8−1(8 + L̂t )

Numer. Linear Algebra Appl., Vol. 4, 351–368 (1997) © 1997 by John Wiley & Sons, Ltd
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where8 is a symmetric block diagonal matrix with diagonal blocks8i satisfying

81 = s(D1)

8i = s(Di) − s(Ai)8
−1
i−1s(Ai), 2 ≤ i ≤ n

Comparing this with the definition of̂6 in (3.9), we see that8 = 6̂ and hence the block
preconditioner̂s(A) is identical toG.

In the following, we apply the recursion formula (3.9) to show that both the preconditioner
ŝ(A) and the solution of the linear system̂s(A)x = b can be obtained inO(n2 logn)

operations. Since matriceŝ6i , s(Di) ands(Ai) all belong to@n×n, we let3i , 3d
i and3a

i

be their corresponding eigenvalue matrices. Specifically, we have

6̂i = Sn3iSn, s(Di) = Sn3
d
i Sn and s(Ai) = Sn3

a
i Sn (3.11)

As Di andAi are band matrices, by Corollary 2.1, formings(Di) ands(Ai) costsO(n)

operations. By (2.1),3d
i and3a

i can be computed inO(n logn) operations. Using (3.9),
we have the following equality which relates the eigenvalues of matrices6̂i and6̂i−1

3i = 3d
i − 3a

i 3
−1
i−13

a
i

Therefore,3i can be obtained from3i−1 in O(n logn) steps. Hence, forminĝ6 and the
preconditionerŝ(A) require onlyO(n2 logn) operations. Finally in solving the system
ŝ(A)x = b, we are required to multiply eacĥ6i by some vector and to solve systems with
coefficient matriceŝ6i . By noting the equalities in (3.11), it is easy to see that the system
ŝ(A)x = b can also be solved inO(n2 logn) operations.

We note that, by Theorem 1, the preconditionerŝ(A) can also be constructed by using
the approach used in constructing Level-1 circulant preconditioners in Chan and Olkin [9].
The cost will be cheaper but still requiresO(n logn) operations. As we will see in section 4,
the INV approach of constructinĝs(A) in (3.7) can be easily extended to irregular domains
but the Level-1 approach in (3.10) cannot.

3.2. Convergence analysis of the preconditioners

In this subsection, we are going to show that the condition numbers of the preconditioned
systemsκ(ŝ(A)−1A) are bounded by a constant which is independent of the size of the
matrix A. Hence, the convergence rate of the conjugate gradient method when applied to
the preconditioned systemsŝ(A)−1A is linear, see Axelsson and Barker [1, p.26].

Before we present our proof, let us introduce the following notations. LetAnn be any
n2-by-n2 matrix partitioned as

Ann =




A1,1 A1,2 . . . A1,n

A2,1 A2,2 . . . A2,n

...
. . .

. . .
...

An,1 An,2 . . . An,n




© 1997 by John Wiley & Sons, Ltd. Numer. Linear Algebra Appl., Vol. 4, 351–368 (1997)
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HereAi,j are square matrices of ordern. Then we definêδ(Ann) to be the matrix

δ̂(Ann) ≡




δ(A1,1) δ(A1,2) . . . δ(A1,n)

δ(A2,1) δ(A2,2) . . . δ(A2,n)
...

. . .
. . .

...

δ(An,1) δ(An,2) . . . δ(An,n)




where each blockδ(Ai,j ) is the diagonal matrix of ordern whose diagonal is equal to the
diagonal of the matrixAi,j . The following lemma relates eigenvalues of matricesAnn and
δ̂(Ann) and is useful in our analysis of the convergence rate.

Lemma 3.1. (Chan and Jin [7])Given anyn2-by-n2 symmetric matrixAnn, we have

λmin(Ann) ≤ λmin(δ̂(Ann)) ≤ λmax(δ̂(Ann)) ≤ λmax(Ann)

In particular, if Ann is positive definite, then̂δ(Ann) is also positive definite.

Using theδ(·) notation, we can give another formula forŝ(A).

Lemma 3.2. LetA be ann2-by-n2 symmetric positive definite matrix of the form given in
(3.3). Then

ŝ(A) = (I ⊗ Sn)δ̂((I ⊗ Sn)A(I ⊗ Sn))(I ⊗ Sn) (3.12)

Proof
We first observe that̂δ((I ⊗ Sn)A(I ⊗ Sn)) is equal to




δ(SnD1Sn) δ(SnA2Sn)

δ(SnA2Sn) δ(SnD2Sn) δ(SnA3Sn)

. . .
. . .

. . .

. . .
. . . δ(SnAnSn)

δ(SnAnSn) δ(SnDnSn)




Then the lemma follows by using (2.2) and (3.10).

With the help of these two lemmas, we prove the main theorem in this section.

Theorem 3.2. Let A be the five-point discretization matrix of (3.1) on the unit square
satisfying conditions (3.2). If̂s(A) is the preconditioner defined in (3.7), we have

κ(ŝ(A)−1A) ≤ (
cmax

cmin
)2 (3.13)

Proof
Let AL be the five-point discretization matrix of the Laplace operator on the unit square,
i.e.,

AL = tridiag[−1, 2, −1] ⊗ In + In ⊗ tridiag[−1, 2, −1]

Then
cminAL ≤ A ≤ cmaxAL (3.14)
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see [4, (4.2)]. Multiplying(I ⊗ Sn) on the left and on the right of the matrices in the above
inequality and applying Lemma 3.1, we have

cmin(I ⊗ Sn)AL(I ⊗ Sn) = cminδ̂((I ⊗ Sn)AL(I ⊗ Sn))

≤ δ̂((I ⊗ Sn)A(I ⊗ Sn))

≤ cmax((I ⊗ Sn)AL(I ⊗ Sn))

= cmax(I ⊗ Sn)AL(I ⊗ Sn)

Multiplying again the left and the right of the above matrices by(I ⊗ Sn) and by noting
(3.12), we then have

cminAL ≤ ŝ(A) = (I ⊗ Sn)δ̂((I ⊗ Sn)A(I ⊗ Sn))(I ⊗ Sn) = ŝ(A) ≤ cmaxAL (3.15)

This shows that̂s(A) − cminAL andcmaxAL − ŝ(A) are positive semidefinite matrices.
Combining (3.14) and (3.15), we have

0 <
cmin

cmax

xtALx

xtALx
≤ xtAx

xt ŝ(A)x
≤ cmax

cmin

xtALx

xtALx

Hence, the theorem is proved.

4. Extension to other domains

In this section, we apply the optimal sine transform approximation to constructing precon-
ditioners for two-dimensional irregular domains and higher dimensional regular domains.
The two cases will be discussed respectively in sections 4.1 and 4.2.

4.1. Two-dimensional irregular domains

For ease of presentation, we consider irregular domains that are a union of rectangular do-
mains. In this case, the matrixA still has the form given in (3.3) but the diagonal submatrices
Di of A are of different sizes and the submatricesAi may not be square matrices. We note
that the number of submatrices ofAi that are not square is proportional to the number of
rectangular regions used in forming the given domain. For an L-shaped domain, there is
only oneAi that is not square; and for a T-shaped domain, the number is two.

When theAi are square, we can carry out the construction of the preconditioner just as
we did in section 3. Therefore let us concentrate on the sub-block ofA where theAi are
not square. In particular, let us considerA to be of the form

A =
(

D1
A2

At
2

D2

)

whereD1 andD2 are respectivelyn1-by-n1 andn2-by-n2 symmetric tridiagonal matrices
andA2 is ann2-by-n1 rectangular matrix with(A2)ij = 0 for i 6= j . Without loss of
generality we assume thatn1 > n2.
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The block preconditioner̂s(A) in this case will still be of the form given by (3.7) except
that the6̂i , which are approximations to6i , are defined as follows:

6̂1 = s(D1)

6̂2 = s(D2) − s(A2E
t
n2,n1

)s(En2,n16̂
−1
1 Et

n2,n1
)s(En2,n1A

t
2)

whereEn2,n1 is ann2-by-n1 matrix such that(En2,n1)i,j = δij , the Kronecker delta. We
note that the matrixEn2,n16̂

−1
1 Et

n2,n1
is then2-by-n2 principal submatrix of6̂−1

1 . Hence
it is a dense matrix without any special algebraic structure. Constructing the optimal sine
transform approximation to the matrix requiresO(n2

2) operations according to (2.3).
Thus, we conclude that for a given irregular domain which is the union ofm rectangular re-

gions, the construction cost of the preconditionerŝ(A) is bounded byO(mn2)+O(n2 logn)

wheren is the size of the largest diagonal block ofA. For an L-shaped or T-shaped domain,
the cost will still be bounded byO(n2 logn). Onceŝ(A) is formed, the cost of solving the
systemŝ(A)y = v is the same as in the rectangular case, i.e., it is bounded byO(n2 logn).

4.2. Higher dimensional rectangular domains

In this section, we extend the construction of our preconditioner to the three-dimensional
cubic domain [0, 1]3. The approach can easily be generalized to higher dimensional regular
domains.

By applying the usual seven-point centered differencing withn internal grid nodes in each
co-ordinate direction, the resulting discretization matrixA will be ann3-by-n3 symmetric
positive definite matrix of the form given in (3.3) withAi andDi beingn2-by-n2 diagonal
matrices andn2-by-n2 tridiagonal block matrices respectively. If we letL be the matrix
defined in (3.4), then the block Cholesky factorization ofA is given by

A = (6 + L)6−1(6 + Lt)

where6 is a symmetric block diagonal matrix with eachn2-by-n2 diagonal blocks6i

satisfying (3.5).
To emulate the approach of constructing the INV preconditioner, namely using an easily

invertible matrix to approximate the Schur complement6i , we introduce the so-called
Level-2 circulant approximation to6i , see Chan and Olkin [9]. We need the following
notation first. For anyn2-by-n2 block matrixAnn, we denote(Ann)i,j ;k,l to be the(i, j)th
entry of the(k, l)th block ofAnn. Let P be the permutation matrix that satisfies

(P tAnnP )i,j ;k,l = (Ann)k,l;i,j , 1 ≤ i, j ≤ n, 1 ≤ k, l ≤ n

Then we define an approximationš(Ann) to Ann by

š(Ann) = P ŝ(P t ŝ(Ann)P )P t (4.1)

By Theorem 3 in [7], the approximatioňs(Ann) can be diagonalized bySn⊗Sn. Specifically
we have,

š(Ann) = (Sn ⊗ Sn)δ((Sn ⊗ Sn)Ann(Sn ⊗ Sn))(Sn ⊗ Sn)

Using this equality, we can relate the eigenvalues ofš(Ann) with its first column as in (2.1).
Hence, the inverse of̌s(Ann) can easily be computed.
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Now we apply the approximatioňs(·) to each6i and define the block preconditioner
s̃(A) for the matrixA as

s̃(A) = (6̃ + L̃)6̃−1(6̃ + L̃t )

where

L̃ =




0
š(A2) 0

š(A3) ·
. . .

. . .

š(An) 0




is a block lower triangular matrix which approximatesL and

6̃ ≡




6̃1 0
6̃2

. . .

0 6̃n




is a diagonal block matrix with diagonal blocks6̃i of ordern2 satisfying

6̃1 = š(D1)

6̃i = š(Di) − š(Ai)6̃
−1
i−1š(Ai), 2 ≤ i ≤ n (4.2)

Similar to Theorem 3.1, we can prove that the preconditioners̃(A) can be obtained from
A by taking theš(·) approximation of eachn2-by-n2 block of A. Hence by Theorem 1 in
[7], s̃(A) is positive definite. Also, since matricesAi are diagonal andDi have the same
graph structure as two-dimensional discretization matrices, by (4.1), we see that obtaining
eachš(Ai) andš(Di) requiresO(n2 logn) operations. Hence by (4.2) the construction cost
of the preconditioner̃s(A) is of orderO(n3 logn).

5. Numerical experiments

In this section, we compare the performance of our method with the MILU, MINV and the
circulant type preconditioning method proposed in [12]. The equation we used is

∂

∂x

[(
1 + εex+y

)∂u

∂x

] + ∂

∂y

[(
1 + ε

2
sin(2π(x + y))

)∂u

∂y

] = f (x, y) (5.1)

with u = 0 on the boundary. Theε here is a parameter controlling the variation of the
coefficient functions. We discretize the equation using the standard five-point scheme. The
initial guess and the right hand side are chosen to be random vectors and are the same for all
methods. All computations are done by Matlab on a SUN sparc workstation. The iterations
are stopped when the residual vectorrk at thekth iteration satisfies||rk||2/||r0||2 < 10−6.

In Tables 1(a)–2(b), we show the numbers of iterations required for convergence for
(5.1) with different choices ofε and preconditioners. The notation in the second row of the
tables indicates the type of preconditioner we used withI andC meaning no preconditioner
or the circulant type preconditioner as proposed in [12]. The parametern is equal to 1/h
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Table 1(a). Numbers of iterations for the unit square

ε 0.0 0.01

n I ŝ(A) MINV MILU C I ŝ(A) MINV MILU C

8 22 1 5 9 1 25 3 5 9 3
16 43 1 7 13 1 47 3 7 13 3
32 82 1 11 19 1 91 3 11 19 3
64 154 1 16 27 1 159 3 16 27 3
128 306 1 23 39 1 339 3 23 39 3

Table 1(b). Numbers of iterations for the unit square

ε 0.1 1.0

n I ŝ(A) MINV MILU C I ŝ(A) MINV MILU C

8 25 5 5 9 5 30 9 4 9 9
16 47 5 7 13 5 59 10 6 13 9
32 96 5 11 19 5 121 10 9 18 9
64 185 6 15 27 5 247 10 13 26 9
128 388 6 23 39 5 515 11 20 37 9

Table 2(a). Numbers of iterations for the L-shaped domain

ε 0.0 0.01

n I ŝ(A) MINV MILU I ŝ(A) MINV MILU

8 21 3 4 9 21 3 4 9
16 39 4 6 12 41 4 6 12
32 74 4 10 18 77 4 10 18
64 144 4 14 25 153 4 14 25
128 286 4 22 37 297 4 22 37

Table 2(b). Numbers of iterations for the L-shaped domain

ε 0.1 1.0

n I ŝ(A) MINV MILU I ŝ(A) MINV MILU

8 22 5 4 9 25 8 4 9
16 41 5 7 12 47 10 6 12
32 81 6 10 17 93 11 9 17
64 161 6 14 25 195 13 14 25
128 323 7 22 36 405 17 20 36
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Table 3. Number of million flops per PCG iteration

ŝ(A) MINV MILU C

m n = 2m − 1 n = 2m − 1 n = 2m − 1 n = 2m

5 0.13 0.04 0.04 0.22
6 0.56 0.18 0.17 0.94
7 2.39 0.71 0.69 4.00
8 10.23 2.86 2.79 16.95

whereh is the mesh size. Tables 1(a), (b) and 2(a), (b) are the results on the unit square
and on the L-shaped domain [0, 1

2] × [0, 1] ∪ [ 1
2, 1] × [0, 1

2] respectively. Note that the
circulant preconditioner proposed in [12] is not defined in irregular domains. We see from
the tables that the numbers of iterations forI , ŝ(A), MILU, MINV and C grow asO(n),
O(1), O(

√
n), O(

√
n) andO(1) respectively. We emphasize that although the numbers of

iterations forC are roughly the same as those forŝ(A), the cost per PCG iteration forC is
approximately twice that for̂s(A). It is becauseC is the circulant preconditioner constructed
for the problem that it extends the original Dirichlet boundary value problem periodically
in they-direction [12]. Hence,C is a 2n2-by-2n2 circulant block matrix having block size
2n-by-2n. We will present results to show thatŝ(A) is better thanC in terms of the overall
computational complexity and the cost per PCG iteration. We also remark that the MILU
and MINV preconditioning methods are less sensitive to the changes inε.

We note that in Table 1(b), the numbers of iterations for the preconditionerŝ(A) seem to
grow slightly whereas by Theorem 2 they should be bounded independent ofn for largen.
Owing to computational time limitation, let us illustrate the results for largernby performing
the experiment for the caseε = 1 with the tolerance set to 10−4. In this case, the numbers
of iterations corresponding ton = 32, 64, 128, 256, 512 become 7, 7, 7, 7, 7 respectively.
These numerical results agree with the theoretical results in Theorem 2.

In Table 3, we compare the number of floating point operations (flops) per PCG iteration
for different types of preconditioners in Matlab. In order to exploit the fast sine transform
(FST) and the fast Fourier transform (FFT) algorithms, we choosen = 2m − 1 for the
sine transform preconditioners andn = 2m for the circulant preconditioners. We note that
C is a circulant block matrix of size 2n2-by-2n2 with 2n-by-2n circulant block, see [12],
and therefore the cost per PCG iteration forC is twice that forŝ(A). We observe from
Table 3 that the cost per PCG step for the sine transform preconditioner is relatively more
expensive than those for the MILU and MINV preconditioners. However, we find that the
Matlab implementations of the FST and FFT algorithms are not optimal. For 5≤ m ≤ 8,
the Matlab implementations of then-dimensional FST and FFT are about 9n logn flops and
3.5n logn flops respectively. On the other hand, the optimal implementations of both the FST
and the FFT algorithms should be 2.5n logn flops, see [2,14]. Thus, for our method, where
the dominant cost is in taking the FST, there should be about 9/2.5 ≈ 3.6 times speed up if
optimal implementation is used. Similarly, there is a factor of 3.5/2.5 ≈ 1.4 times speed up
for the circulant preconditioning method. The cost per iteration of our preconditioner will
therefore be comparable with those of the MINV and MILU preconditioners. In addition,
we note that the FST is easier to parallelize than tridiagonal solvers. We also remark that
after taking into account the optimal implementation of FST and FFT, we find that the
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Figure 1(a). ε = 0.01, ◦: ŝ(·), ×: MINV, +: MILU, ∗: C

circulant preconditionerC still costs twice that of the preconditionerŝ(A). This is due to
the fact that computingC−1v by FFT involves solving a block tridiagonal system with a
complex right-hand side vector whileŝ(A)−1v by FST only involves a real right-hand side
vector. In terms of Matlab flops count, the circulant preconditioning method will require,
in addition, roughly twice more computational work than that of our preconditioner.

In Figure 1(a), (b), we plot the total number of flops that are required for solving (5.1)
by the PCG method against the grid sizen. The counts are obtained by using Matlab’s
implementation of FST and FFT. We observe that the total number of flops for convergence,
with the preconditioner̂s(·), is always less than that of the circulant preconditionersC and
grows with a rate slower than those of the MINV, MILU preconditioners. It is expected
that the overall computational cost for solving (5.1) with the sine transform preconditioner
will be cheaper than those of the other three preconditioners especially whenn is large. As
mentioned above, the cost can be further reduced by 2/3 if optimal implementation of FST
is used.

6. Concluding remarks

In this paper, we have developed preconditioners for Dirichlet problems based on a sine
transform matrix. We find our preconditioner by looking for the best approximation in Frobe-
nius norm amongst all matrices that can be diagonalized by the sine-transform
matrix. This gives exact approximation to the Laplacian operator with Dirichlet boundary
condition. We have since applied our idea to problems in queueing networks [5] and image
processing [6] where the boundary conditions are Neumann in nature. Since the Lapla-
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Figure 1(b). ε = 1, ◦: ŝ(·), ×: MIN V, +: MILU, ∗: C

cian operator with Neumann boundary condition can be diagonalized by a cosine transform
matrix, we construct our preconditioners in these cases by looking for the best approximation
in Frobenius norm amongst all matrices that can be diagonalized by the cosine transform
matrix. The numerical results there show great improvement over methods previously used.
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