
Circulant Preconditioners for Toeplitz

Matrices with Positive Continuous Generating

Functions

Raymond H� Chan and Man�Chung Yeung

University of Hong Kong

Hong Kong

October ����
Revised September ����

Abstract

We consider the solution of n�by�n Toeplitz systems Anx � b by

preconditioned conjugate gradient methods� The preconditioner Cn

we used is the T� Chan�s circulant preconditioner which is de�ned to

be the circulant matrix that minimizes kBn �AnkF over all circulant

matrices Bn� We show that if the generating function f is a positive

���periodic continuous function� then the spectrum of the precondi�

tioned system C��n An will be clustered around one� In particular� if

the preconditioned conjugate gradient method is applied to solve the

preconditioned system� the convergence rate is superlinear�

Abbreviated Title� Circulant Preconditioned Toeplitz Systems
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� Introduction�

In this paper� we discuss the solutions of Toeplitz systems Anx � b by the
preconditioned conjugate gradient method� The idea of using the method
with circulant preconditioners for solving symmetric positive de	nite Toeplitz
systems was 	rst proposed by Strang 
���� The number of operations per
iteration is of O�n logn
 as circulant systems can be solved e�ciently by the
Fast Fourier Transform and the matrix�vector multiplication Anx can also be
computed by Fast Fourier Transform by 	rst embedding An into a �n�by��n
circulant matrix�

Several other circulant preconditioners have been proposed and analysed
since then� see for instance� R� Chan and Strang 
��� R� Chan 
�� ��� R� Chan�
Jin and Yeung 
��� T� Chan 
��� Ku and Kuo 
�� and Tyrtyshinkov 
���� It
has been shown in these papers that if the diagonals of the Toeplitz matrix
An are Fourier coe�cients of a positive function in the Wiener class� then
the spectrum of the preconditioned system will be clustered around one� It
follows that the preconditioned conjugate gradient methods� when applied to
solve the preconditioned system� converges superlinearly� Hence the number
of iterations required for convergence is independent of the size of the matrix
An� In particular� the system Anx � b can be solved in O�n logn
 operations�

It has also been proved in R� Chan 
�� and R� Chan� Jin and Yeung 
��
that under the same Wiener class assumption� the preconditioned systems
with preconditioners proposed by either R� Chan 
��� T� Chan 
��� Strang

��� or Tyrtyshinkov 
��� have spectra that are asymptotically the same� In
particular� all these preconditioned systems converge at the same rate for
large n� However� Tyrtyshinkov 
��� showed that for general positive def�
inite Toeplitz matrix An� the corresponding T� Chan�s and Tyrtyshinkov�s
preconditioners are also positive de	nite� but R� Chan�s and Strang�s pre�
conditioners are in general not� We note that it requires �n logn � O�n

operations to generate Tyrtyshinkov�s preconditioner� see R� Chan� Jin and
Yeung 
��� but only �n�� operations to form T� Chan�s preconditioner� Thus
T� Chan�s preconditioner is the best choice for Toeplitz systems that satisfy
the Wiener class assumption� In the following� we therefore only consider T�
Chan�s preconditioner�

The main result in this paper is to extend the above�mentioned super�
linear convergence result from the Wiener class of functions to the class of
���periodic continuous functions� More precisely� we will show that if the
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diagonals of An are Fourier coe�cients of a positive ���periodic continuous
function� and if Cn is the corresponding T� Chan�s preconditioner for An�
then the spectrum of C��

n An will be clustered around one and the precondi�
tioned system converges superlinearly� The outline of the paper is as follows�
In x�� we discuss some of the properties of the spectra of An and Cn� In x��
the Jackson�s formula from approximation theory is introduced and used to
derive our main theorem� Finally� numerical examples are given in x��

� The Spectra of Cn and An�

For simplicity� we denote by C�� the Banach space of all ���periodic contin�
uous real�valued functions equipped with the supremum norm jj � jj�� For all
f � C��� let

ak�f
 �
�

��

Z �

��

f��
e�ik�d�� k � �������� � � � �

be the Fourier coe�cients of f � Since f is real�valued� a�k � �ak for all integers
k� Let An�f
 be the n�by�n Hermitian Toeplitz matrix with the �j� k
�th
entry given by aj�k�f
� The function f is called the generating function of
the matrices An�f
� The following Lemma gives the relation between f and
the spectrum ��An�f

 of An�f
� The proof is given in Grenander and Sezg�o

�� p� ����

Lemma � Let f � C�� with the minimum and maximum values given by
fmin and fmax respectively� Then ��An�f

 � 
fmin� fmax�� In particular� we
have

jjAn�f
jj� � jjf jj� � ��


Let Cn�f
 be the n�by�n circulant preconditioner of An�f
 as de	ned in
T� Chan 
��� i�e�� Cn�f
 is the minimizer of kBn � An�f
kF over all n�by�n
circulant matrices Bn� We note that the diagonals ck of Cn can be obtained
by averaging the corresponding diagonals of An with the diagonals of An

being extended to length n by a wrap�around� More precisely� ck are given
by

ck �

�
�n� k
ak � kak�n

n
� � k � n�

�c�k � � �k � n�
��
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The following Lemma gives the relationship between the spectra of Cn�f

and An�f
 and its proof can be found in R� Chan� Jin and Yeung 
��� see also
Tyrtyshinkov 
����

Lemma � Let An be an arbitrary n�by�n Hermitian matrix and Cn be the
optimal preconditioner given in ���� Then Cn is Hermitian and

	min�An
 � 	min�Cn
 � 	max�Cn
 � 	max�An
 �

where 	max��
 and 	min��
 denote the largest and the smallest eigenvalues
respectively� In particular� if An is positive de�nite� then Cn is also positive
de�nite�

Combining Lemmas � and �� we have the following immediate Corollary�

Corollary � Let f � C��� then ��Cn�f

 � 
fmin� fmax�� In particular� we
have

jjCn�f
jj� � jjf jj� � ��


If moreover f is positive� then for all n 
 �� An�f
 and Cn�f
 are positive
de�nite and Cn�f
 and C��

n �f
 are uniformly bounded in the ���norm�

The proof of the next Lemma is given in R� Chan 
��� It basically states
that the spectrum of An�f
 � Cn�f
 is clustered around zero if f is in the
Wiener class� We remark that a function f is in the Wiener class if its Fourier
coe�cients are absolutely summable� i�e�

�X
k���

jak�f
j ���

Lemma � Let f be a function in the Wiener class� then for all � 
 ��
there exist N � M 
 � such that for all n 
 N � at most M eigenvalues of
An�f
� Cn�f
 have absolute value larger than ��

The main result of this paper is to extend the result in Lemma � from the
Wiener class of functions to C��� We 	rst note that if f is in the Wiener class�
then f � C��� In fact� if the Fourier coe�cients of f are absolutely summable�
then the Fourier series of f is a well�de	ned function in C��� Moreover� by
Weierstrass test� see Rudin 
��� p������ this Fourier series converges uniformly
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to f on 
��� ��� Hence f itself must be in C��� On the other hand� the Hardy�
Littlewood series given by

H��
 �
�X
k��

�
eik log k

k
eik� �

e�ik log k

k
e�ik�

�
��


is a classical example of a function which is in C�� but not in the Wiener
class� see Zygmund 
��� p������ Thus the Wiener class of functions is a
proper subset of C���

� The Spectrum of An�f�� Cn�f��

The idea of our proof is to use the Weierstrass theorem to approximate any
function in C�� by trigonometric polynomials� However� in order to obtain
more precise information on the distribution of the eigenvalues� we resort to a
stronger form of the Weierstrass theorem� called the Jackson formula� which
is given in Lemma � below and its proof can be found in Cheney 
�� p������
We 	rst denote the space of all n�th degree real trigonometric polynomials
by Pn� i�e�

Pn � f
nX

k��n

bke
ik� j b�k � �bk� 	jkj � ng�

Lemma 	 Let f � C��� Then for all n 
 ��

inf
pn�Pn

jjf � pnjj� � 


�
f �

�

n� �

�
where 
 is the modulus of continuity of f � i�e�


�f � �
 � sup
j�����j��

jf���
� f���
j�

Since Pn is a 	nite dimensional subspace of the normed space C��� the
in	mum of the continuous functional jjf��jj� in Lemma � above is attained
by some polynomials in Pn� In particular� we have the following Corollary�

Corollary � Let f � C��� Then for all n 
 �� there exists a trigonometric
polynomial pn � Pn such that

jjf � pnjj� � 


�
f �

�

n � �

�
�

�



The next theorem states that the spectrum of An�f
�Cn�f
 is clustered
around zero� We prove by showing that An�f
�Cn�f
 can be written as the
sum of a low rank matrix and a small norm matrix�

Theorem � Let f � C��� Then for all � 
 �� there exist N and M 
 �� such
that for all n 
 N � at most M eigenvalues of An�f
 � Cn�f
 have absolute
values larger than ��

Proof
 Let f � C��� Then for any � 
 �� there exists a � 
 � such that

jf���
� f���
j � �� 	j�� � ��j � � �

Let M � d
�

�
e� then


�f �
�

M � �

 � � �

Hence by Corollary �� there is a trigonometric polynomial

pM��
 �
MX

k��M

bke
ik�

with b�k � �bk such that

kf � pMk� � w�f �
�

M � �

 � � � ��


For all n 
 �M � we write

Cn�f
� An�f
 � Cn�f � pM
� An�f � pM
 � Cn�pM
� An�pM


� Cn�f � pM
� An�f � pM
 �Wn � Un ��


where by ��
� we see that Wn and Un are Hermitian Toeplitz matrices with
the 	rst rows given by

����
�

n
b��� � � � ��

M

n
b�M � �� � � � � �
 ��


and

��� � � � � ��
n�M

n
bM � � � � �

n� �

M
b�
 ��


�



respectively� It is clear from ��
 that

rank Un � �M � ��


We will show that the 	rst three terms in the right hand side of ��
 are
matrices of small norm� We note that by ��
� ��
 and ��
�

jjCn�f � pM
� An�f � pM
jj� � jjCn�f � pM
jj� � jjAn�f � pM
jj�

� jjf � pM jj� � jjf � pM jj�

� �� � ���


It remains to estimate jjWnjj�� For all jkj �M � we 	rst note that

jbkj �

���� ���
Z �

��

pM�t
e�iktdt

����
�

���� ���
Z �

��

�pM�t
� f�t

e�iktdt

�����
���� ���

Z �

��

f�t
e�iktdt

����
� jjf � pM jj� � fmax � �� fmax�

Since Wn is Hermitian� we see from ��
 that

kWnk� � kWnk� � � � �
�

n
jb�j�

�

n
jb�j� � � ��

M

n
jbM j


� � �
�

n
� �� � � � � � ��M
�� � fmax


�
�

n
M�M � �
��� fmax
 �

Therefore if we let

N 
 maxfM�M � �
�� �
fmax

�

� �Mg

� M�M � �
�� �
fmax

�



� d
�

�
e�d

�

�
e� �
�� �

fmax

�

 �

then for all n � N � we have kWnk� � �� Thus combining this estimate with
��
 and ���
� we see that for all n � N � Cn�f
�An�f
 is the sum of a matrix

�



of ���norm less than �� and a matrix of rank less than �M � Hence by using
Cauchy interlace theorem� see for instance� Wilkinson 
��� p������ we see that
the matrix Cn�f
� An�f
 has at most �M eigenvalues with absolute values
larger than �� whenever n 
 N� �

If f is Lipschitz continuous� i�e� there exists an L such that

jf���
� f���
j � Lj�� � ��j 	��� �� � 
��� ���

then for all � 
 �� we can choose our � as � � ��L� Hence we haveM � d
L�

�
e

and

N � d
L�

�
e�d

L�

�
e� �
�� �

fmax

�

�

Next we estimate the eigenvalues of C��
n �f
An�f
 � In where In is the

n�by�n identity matrix� Using Corollary �� Theorem � and the fact that

C��
n �f
An�f
� In � C��

n �f
�An�f
� Cn�f

�

we see that the spectrum of C��
n �f
An�f
 is clustered around one� In partic�

ular� we have the following Corollary�

Corollary � Let f be a positive function in C��� Then for all � 
 �� there
exist N and M 
 �� such that for all n 
 N � at most M eigenvalues of the
matrix C��

n �f
An�f
� In have absolute values larger than ��

It follows easily from the above Corollary that the conjugate gradient
method� when applied to the preconditioned system C��

n An� converges su�
perlinearly� More precisely� for all � 
 �� there exists a constant c��
 
 �
such that the error vector eq at the q�th iteration satis	es

jjeqjj � c��
�qjje�jj�

where jjxjj� 
 x�C
� �

�

n AnC
� �

�

n x� see R� Chan and Strang 
�� for a proof� Thus
the number of iterations to achieve a 	xed accuracy remains bounded as
the matrix order n is increased� Since each iteration requires O�n logn

operations using the Fast Fourier Transform� see Strang 
���� the work of
solving the equation Anx � b to a given accuracy � is c�f� �
n logn� where
c�f� �
 is another constant that depends only on f and ��

�



� Numerical Results

In this section� we test the convergence rate of the preconditioned sys�
tems with generating functions in C��� A possible candidate is the Hardy�
Littlewood series H��
 given by ��
� However� we noted that H��
 is not a
positive function in 
��� ��� In fact� we 	nd numerically that when n � ����
the minimum of the function

Hn��
 

nX

k��

�
eik log k

k
eik� �

e�ik log k

k
e�ik�

�

is approximately equal to ������� Thus we choose the function H��
 � ���
as the generating function for our numerical experiments� Three circulant
preconditioners are tested� namely the T� Chan�s preconditioner Cn with
diagonals ck given by ��
� the R� Chan�s preconditioner Rn with diagonals rk
given by

rk �

�
ak � ak�n � � k � n�
�r�k � � �k � n�

and the Strang�s preconditioner Sn with diagonals sk given by

sk �

�	



ak � � k � n���
ak�n n�� � k � n�
�s�k � � �k � n�

The spectra of An� C
��
n An� R

��
n An and S��n An for n � �� are presented

in Figure �� Table � shows the number of iterations required to make
jjrqjj��jjr�jj� � ����� where rq is the residual vector after q iterations� The
right hand side b is the vector of all ones and the zero vector is our initial
guess� The computations are done by using ��byte arithmetic on a Vax �����
We see that as n increases� the number of iterations increases for the original
matrix An� while it stays almost the same for the preconditioned matrices�
Moreover� all preconditioned systems converge at the same rate for large n�
As for the time comparison� we report that for n � ���� it requires about
��� seconds to solve the original system and about ��� seconds to solve the
preconditioned systems� Thus there is about 	ve to six times saving in speed
when preconditioning is employed�

�



n An C��
n An R��

n An S��n An

�� �� � � �
�� �� �� �� �
�� �� �� � �
��� �� �� � �
��� �� �� � �
��� �� � � �

Table �� Number of Iterations for Di�erent Systems
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