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Abstract�

In this paper� we consider using the inexact Newton�like method for solving inverse

eigenvalue problem� This method can minimize the oversolving problem of Newton�

like methods and hence improve the e�ciency� We give the convergence analysis of the

method� and provide numerical tests to illustrate the improvement over Newton�like

methods�

AMS subject classi�cation� ��F�	� ��F�
� ��F���

Key words� Nonlinear equations� Newton�like method� inverse eigenvalue problem�

� Introduction

Let c � �c
� c
� � � � � cn�T � R
n and fAigni�
 be a sequence of real symmetric

n� n matrices� De�ne

A�c� �
nX
i�


ciAi�����

and denote its eigenvalues by �i�c� for i � �� �� � � � � n with the ordering �
�c� �
�
�c� � � � � � �n�c�� The inverse eigenvalue problem �IEP� is de�ned as follows	
For n given real numbers f��i gni�
 where ��
 � � � � � ��n
 �nd a vector c� � R

n

such that �i�c
�� � ��i for i � �� � � � � n� Our goal in this paper is to derive an

e�cient algorithm for solving the IEP especially when n is large� In Friedland

Nocedal
 and Overton �
�
 there are two examples where we may need to solve
IEP with large n	 the inverse Sturm�Liouville problem where n is the number of
grid points and in nuclear spectroscopy where n is the number of measurements�
In �
�
 the IEP is solved by applying a Newton�like method
 where in each New�

ton iteration �the outer iteration�
 we need to solve two linear systems	 �i� the
inverse power method to �nd the approximate eigenvectors of the current iterate
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and �ii� to solve the approximate Jacobian equation� When n is large
 the inver�
sions are costly
 and one may employ iterative methods to solve both systems
�the inner iterations�� Although iterative methods can reduce the complexity
 it
may oversolve the systems in the sense that the last few inner iterations before
convergence may not improve the convergence of the outer Newton iteration
 see
���� The inexact Newton�like method is a method that stops the inner iteration
before convergence� By choosing suitable stopping criteria
 we can minimize the
total cost of the whole inner�outer iteration�
In this paper
 we give an inexact Newton�like method for solving the IEP� We

show that our method converges superlinearly� In e�ect
 we have shown that
of the two inner iterations
 the inverse power method to �nd the approximate
eigenvectors can be solved very roughly
 and it will not a�ect the convergence
rate of the outer iteration� However
 the accuracy of the second inner iteration

i�e� the solution to the approximate Jacobian equation
 is the crucial one in
governing the convergence of the outer iteration�
This paper is organized as follows� In x�
 we recall the Newton�like methods

for solving the IEP� In x�
 we introduce our inexact Newton�like method� The
convergence analysis is given in x
 and we present our numerical results in x��

� The Newton�Like Method

In this section
 we brie�y recall the Newton and Newton�like methods for
solving the IEP� For details
 see �
�� For any c � �c
� � � � � cn�

T � R
n 
 de�ne

f 	 Rn � R
n by

f�c� � ��
�c� � ��
� � � � � �n�c� � ��n�
T
������

where �i�c� are the eigenvalues of A�c� de�ned in ����� and ��i are the given
eigenvalues� Clearly
 c� is a solution to the IEP if and only if f�c�� � �� There�
fore
 we can formulate the IEP as a system of nonlinear equations f�c� � ��
As in �
�
 we assume that the given eigenvalues f��i gni�
 are distinct� Then the

eigenvalues of A�c� are distinct too in some neighborhood of c�� It follows that
the function f�c� is analytic in the same neighborhood and that the Jacobian of
f is given by

h
J�c�

i
ij
�

��f�c��i
�cj

�
��i�c�

�cj
� qi�c�

T �A�c�

�cj
qi�c�� � � i� j � n�

where qi�c� are the normalized eigenvectors of A�c� corresponding to the eigen�
values �i�c�
 see ��
 Eq� �
������ or ���� Hence by �����
h

J�c�
i
ij
� qi�c�

TAjqi�c�� � � i� j � n������

Thus by ����� again
 we have

�J�c�c�i �

nX
j�


cjqi�c�
TAjqi�c� � qi�c�

TA�c�qi�c� � �i�c�� � � i� j � n�
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i�e� J�c�c � ��
�c�� � � � � �n�c��T � By �����
 this becomes

J�c�c � f�c� � �
�������

where �� � ���
� � � � � ��n�T �
Recall that the Newton method for f�c� � � is given by J�ck��ck�
 � ck� �

�f�ck�� By �����
 this can be rewritten as

J�ck�ck�
 � J�ck�ck � f�ck� � �
��

We emphasize that J�ck� is in general a non�symmetric matrix even if all fAjgnj�

are symmetric� To summarize
 we have the following Newton method for solving
the IEP
 see �
��

Algorithm �� The Newton Method

For k � � until convergence� do�

�� Compute the eigen�decomposition of A�ck��

Q�ck�TA�ck�Q�ck� � diag��
�c
k�� � � � � �n�ck���

where Q�ck� � �q
�c
k�� � � � �qn�ck�� is orthogonal�

�� Form the Jacobian matrix� �J�ck��ij � qi�c
k�TAjqi�c

k��

�� Solve ck�
 from the Jacobian equation� J�ck�ck�
 � �
��

This method converges quadratically
 see for instance ��
 Theorem 
������ No�
tice that in Step �
 we have to compute all the eigenvalues and eigenvectors of
A�ck� exactly� In �

 ��
 it was proven that if we only compute them approx�
imately
 we still have the quadratic convergence� This results in the following
Newton�like method�

Algorithm �� The Newton�Like Method

�� Given c�� iterate Algorithm � once to obtain c
� In particular� we have
Q�c�� � �q�
� � � � �q�n��

�� For k � � until convergence� do�

	a
 Compute vki by the one�step inverse power method��
A�ck�� ��i I

�
vki � qk�
i � � � i � n����
�

	b
 Normalize vki to obtain an approximate eigenvector qki of A�ck��

qki �
vki
kvki k

� � � i � n������

	c
 Form the approximate Jacobian matrix� �Jk�ij � �qki �
TAjq

k
i �

	d
 Solve ck�
 from the approximate Jacobian equation�

Jkc
k�
 � �

�������

In ����� and also in the following
 we use k � k to denote the ��norm�
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� The Inexact Newton�Like Method

In deriving the quadratic convergence of Algorithm �
 it was assumed that the
systems ���
� and ����� are solved exactly
 see �

 ��� However
 if n is large
 one
may want to solve these systems by iterative methods� In that case
 one may
even be tempted to solve the systems only approximately to reduce the cost of
the inner iterations� It is interesting to know how accurately one has to solve
these systems in order to retain the superlinear convergence rate of the whole
algorithm
 and this is the main thesis of this paper�
For a general nonlinear equation g�x� � �
 it was shown in ��� that the Jaco�

bian equation

J�xk��xk�
 � xk� � �g�xk������

need not be solved exactly� In fact
 if ����� is to be solved by an iterative method

then the last few iterations before convergence are usually insigni�cant as far as
the convergence of the �outer� Newton iteration is concerned� This oversolving
of the �inner� Jacobian equation will cause a waste of time and does not improve
the e�ciency of the whole method�
The inexact Newton�like method is derived precisely to avoid the oversolving

problem in the inner iterations� Instead of solving ����� exactly
 one solves it
iteratively until a reasonable tolerance is reached� More precisely
 one solves for
a vector �xk�
 such that the residual

rk�
 � J�xk���xk�
 � xk� � g�xk�

satis�es krk�
k � � for some prescribed tolerance � � The tolerance is chosen
carefully such that it is small enough to guarantee the convergence of the outer
iterations
 but large enough to reduce the oversolving problem of the inner iter�
ations� For more details
 see ����
Returning to Algorithm �
 there are two inner iterations	 ���
� and ������

In order to apply the idea in ���
 we have to �nd suitable tolerances for both
equations� We �nd that the tolerance for ���
� can be set to any number less than
��� �see �
���� below�� whereas the tolerance for ����� has to be of O�kck�c�k��
in order to have a convergence rate of � for the outer iteration� Finding a
computable tolerance for ����� is one of the main tasks of the paper� Below
we give our algorithm� We set the tolerance for ���
� to ��
 and the tolerance
for ����� is given in ������ We will prove in x
 that the convergence rate of the
method is equal to ��

Algorithm �� The Inexact Newton�Like Method

�� Given c�� iterate Algorithm � once to obtain c
� In particular� we have
Q�c�� � �p�
� � � � �p�n��

�� For k � � until convergence� do�
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	a
 Solve vki inexactly in the one�step inverse power method�
A�ck�� ��i I�v

k
i � pk�
i � tki � � � i � n������

until the residual tki satis�es

ktki k �
�



������

	b
 Normalize vki to obtain an approximate eigenvector pki of A�ck��

pki �
vki
kvki k

� � � i � n����
�

	c
 Form the approximate Jacobian matrix�

�Jk�ij � �pki �
TAjp

k
i � � � i� j � n������

	d
 Solve ck�
 inexactly from the approximate Jacobian equation

Jkc
k�
 � �

� � rk ������

until the residual rk satis�es

krkk �
�
max

�i�n

�

kvki k
��

� � 	 � � �������

Note that the main di�erence between Algorithm � and Algorithm � is that we
solve ����� and ����� approximately rather than exactly as in ���
� and ������

	 Convergence Analysis

In the remaining of this paper
 we will use ck to denote the kth iterate produced
by Algorithm �
 and let f�i�ck�gni�
 and fqi�ck�gni�
 be the eigenvalues and
normalized eigenvectors of A�ck�
 i�e�

A�ck�qi�c
k� � �i�c

k�qi�c
k� and qi�c

k�Tqj�c
k� �

�
�� � � i �� j � n�
�� � � i � j � n�

�
���

As in �
�
 we assume that the given eigenvalues f��i gni�
 are distinct and that
the Jacobian J�c�� de�ned in ����� is nonsigular at the solution c�� Under these
two assumptions
 we prove in this section that if the initial guess c� is close to
the solution c�
 then the sequence fckg converges to c� with

kck�
 � c�k � 
kck � c�k�

for a constant 
 independent of k� Here � is the parameter given in ������ We
begin by estimating the distance between pki in ����� and qi�c

k��
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Lemma ���� Let tki and pki be as in ������ Assume that

j�j�ck�� ��i j 	 � � �� � � i �� j � n��
���

jqi�ck�T �pk�
i � tki �j 	 
 � �� � � i � n��
���

Then we have

�

kvki k
� �



j�i�ck�� ��i j� � � i � n�
�
�

and

kpki � qi�c
k�k � �


�
j�i�ck�� ��i j� � � i � n��
���

Proof� Let us prove �
�
� �rst� Since fqi�ck�gni�
 is an orthonormal basis

we can write pk�
i � tki as

pk�
i � tki �

nX
j�



jqj�c
k��
���

for some 
j � R
 j � �� � � � � n� By ����� and ���
�
 we have

nX
j�




j � kpk�
i � tki k
 �
�kpk�
i k� ktki k

�
 � �� � �




�
 � ���
���

Combining ����� with �
���
 we have

vki � �A�ck�� ��i I�
�
�pk�
i � tki � �

nX
j�



j
�
A�ck�� ��i I

��

qj�c

k�� � � i � n�

Clearly qj�c
k� are eigenvectors for �A�ck�� ��i I�

�
 with eigenvalues ��j�c
k� �

��i �
�
� Hence we have

vki �

nX
j�



j
�j�ck�� ��i

qj�c
k�� � � i � n��
���

Therefore for i � �� � � � � n


�

kvki k
�

�
nX

j�




j
��j�ck�� ��i �




�� �

�

�
j�i�ck�� ��i j

j
ij

�
� �

X
j ��i



j ��i�c
k�� ��i �






i ��j�c
k�� ��i �




�� �

�

�
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i�e�

�

kvki k
� j�i�ck�� ��i j

j
ij ��
���

Note that by �
���
 �
���
 and the fact that fqi�ck�gni�
 are orthonormal
 we
have

j
ij � jqi�ck�T �pk�
i � tki �j 	 
 � �� i � �� � � � � n��
����

By putting this into �
���
 we have proved �
�
��
Next we establish �
���� For i � �� � � � � n
 we can write pki in ���
� as

pki �
vki
kvki k

�

nX
j�


�jqj�c
k�

for some �j � R
 j � �� � � � � n� Using �
��� and �
���
 we have

�i � qi�c
k�Tpki �

�

kvki k
qi�c

k�T
nX

j�



j
�j�ck�� ��i

qj�c
k��

By �
���
 this becomes

�i �
j�i�ck�� ��i j

j
ij
�
� �

X
j ��i



j ��i�c
k�� ��i �






i ��j�c
k�� ��i �




�� �

�

qi�c
k�T

nX
j�



j
�j�ck�� ��i

qj�c
k��

Since qi�c
k� are orthonormal
 we have

j�ij �
�
� �

X
j ��i



j ��i�c
k�� ��i �






i ��j�c
k�� ��i �




�� �

�

� ��

Notice that by �����
 the entries of the approximate Jacobian matrix Jk are
independent of the signs of pki � Therefore
 without loss of generality
 we may
assume that the sign of pki is such that �i � qi�c

k�Tpki 	 �
 i�e�

� � �i �

�
� �

X
j ��i



j ��i�c
k�� ��i �






i ��j�c
k�� ��i �




�� �

�

� ��

For any t 	 �
 since

�� �� � t��
�

� �
tp

� � t�� �
p
� � t�

� t�

we have

�� �i �
X
j ��i



j ��i�c
k�� ��i �






i ��j�c
k�� ��i �



�
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Or by �
����
 we have

�� �i � ��i�c
k�� ��i �






i

X
j ��i



j
��j�ck�� ��i �



� ��i�c

k�� ��i �







X
j ��i



j
��j�ck�� ��i �



�

It follows from �
��� and �
��� that

�� �i � ��i�c
k�� ��i �






�


X
j ��i



j �
���i�c

k�� ��i �





�

�

Since kpki k � kqi�ck�k � �
 we have

kpki � qi�c
k�k
 �

�
pki
�T
pki � �qi�c

k�Tpki � qi�c
k�Tqi�c

k�

� ���� �i� � 




�

��i�c

k�� ��i �

�

Hence �
��� is proved�
Next we estimate the errors in �i�c

k� and qi�c
k�� In particular
 we show that

assumption �
��� in Lemma 
�� holds�
Lemma ���� Let the given eigenvalues f��i gni�
 be distinct and fqi�c��gni�


be the normalized eigenvectors of A�c�� corresponding to ��i � Then there exist
positive numbers ��� ��� and �� such that if kck � c�k � ��� then

j�i�ck�� ��i j � ��kck � c�k� � � i � n��
����

kqi�ck�� qi�c
��k � ��kck � c�k� � � i � n��
����

j�i�ck�� ��j j 	 � � �� � � i �� j � n��
����

Proof� This follows from the analyticity of simple eigenvalues and their
corresponding eigenvectors
 see for instance ��
 p��
���
By using the continuity of matrix inverses
 we can show that the approximate

Jacobian matrix Jk of Algorithm � �see ������ is nonsingular
 provided that the
approximate eigenvector pki is close to qi�c

���
Lemma ���� Let the Jacobian J�c�� be nonsigular� Then there exist positive

numbers �
 and �
� such that if max

�i�n

kpki �qi�c
��k � �
� then Jk is nonsingular

and

kJ�
k k � �
��
��
�

Proof� By ����� and �����
 we have

j�Jk�ij � �J�c���ij j � j�pki �TAjp
k
i � qi�c

��TAjqi�c
��j� � � i� j � n�

Hence by the Cauchy�Schwarz inequality

j�Jk�ij � �J�c���ij j � j�pki � qi�c
���TAjp

k
i � qi�c

��TAj�qi�c
��� pki �j

� kpki � qi�c
��kkAjkkpki k� kqi�c��kkAjkkpki � qi�c

��k
� �kAjkkpki � qi�c

��k� � � i� j � n�
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In particular
 using the Frobenius norm k � kF 
 we have
kJk � J�c��k � kJk � J�c��kF � �n max


�j�n
kAjk max


�i�n
kpki � qi�c

��k�

Since J�c�� is nonsingular
 by the continuity of matrix inverses
 we see that J�
k

exist and kJ�
k k are uniformly bounded�
Next we give an estimate on the error of Jk� For this
 we need the following

lemma� Recall by ����� that J�c��c� � �
��

Lemma ���� Let wi be vectors approximating qi�c
�� for i � �� � � � � n� De�ne

the approximate Jacobian matrix �Jw�ij � wT
i Ajwi for � � i� j � n� Then

kJwc� � ��k � �nk��k� max

�i�n

kwi � qi�c
��k
��
����

Proof� Let W � �w
� � � � �wn� and Q�c�� � �q
�c
��� � � � �qn�c

���� De�ne
�� � diag���
� � � � � �

�
n� and E � Q�c��TW � I � Then we have

W TA�c��W � W TQ�c����Q�c��TW � �I �E�T���I �E�

� �� �ET�� ���E �ET��E��
����

By �����
 the diagonal entries of W TA�c��W are given by

�W TA�c��W �ii �

nX
j�


c�j �W
TAjW �ii

�

nX
j�


�wT
i Ajwi�c

�
j � �Jwc

��ii� � � i � n�

By comparing it with the diagonal entries of �
����
 we see that Jwc
���� is the

vector consisting of diagonal entries of ET
k �

� � ��Ek � ET
k �

�Ek� The bound
�
���� on these diagonal entries has already been established for instance in ��

pp� �
������
 see also ����
By applying the lemma to Jk and fpki gni�
 in �����
 we have the following

corollary�
Corollary ���� Let

sk � Jkc
� � ����
����

Then

kskk � �nk��k� max

�i�n

kpki � qi�c
��k
��
����

According to Lemmas 
���
�

 we de�ne

� �
��
�
� �

�
����
����


 � �


�
�nk��k��
 � 
����

�
��
����

� � min
n
�� ��� �
�

�



�

�



����
�
�

�

�� � �

o
��
����
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Now we come to the main lemma of the paper
 which gives the convergence rate
in terms of max
�i�n kpki � qi�c

��k�
Lemma ���� Let the given eigenvalues f��i gni�
 be distinct and the Jacobian

J�c�� be nonsigular� Then the conditions

kck � c�k � kck�
 � c�k � ��
����

and

max

�i�n

kpk�
i � qi�c
��k � �kck�
 � c�k�
����

imply

max

�i�n

kpki � qi�c
��k � �kck � c�k�
��
�

and

kck�
 � c�k � 
kck � c�k���
����

Proof� We begin by proving that �
��� holds with 
 � ��
� Note that

kpk�
i � qi�c
k�k � kpk�
i � qi�c

��k� kqi�c��� qi�c
k�k�

Using �
���� and �
����
 this becomes

kpk�
i � qi�c
k�k � �kck�
 � c�k� ��kck � c�k�

Hence it follows from �
���� and �
���� that

kpk�
i � qi�c
k�k � ��� ���kck�
 � c�k � kck�
 � c�k

�
� ��

Since pki and qi�c
k� are normalized vectors
 we have

� 	 kpk�
i � qi�c
k�k
 �

�
pk�
i

�T
pk�
i � �qi�c

k�Tpk�
i � qi�c
k�Tqi�c

k�

� �� �qi�c
k�Tpk�
i �

Therefore qi�c
k�Tpk�
i 	 ���� Hence by �����
 we have

qi�c
k�T

�
pk�
i � tki

� 	 �

�
� qi�c

k�T tki 	
�

�
� kqi�ck�kktki k 	

�



��
����

Thus �
��� holds with 
 � ��
� Recall that by �
����
 assumption �
��� also
holds� Therefore
 by Lemma 
��
 �
�
� and �
��� are valid with 
 � ��
�
Let us now prove �
��
�� Note that

kpki � qi�c
��k � kpki � qi�c

k�k� kqi�ck�� qi�c
��k� � � i � n��
����
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Putting 
 � ��
 in �
��� and using �
����
 we have

kpki � qi�c
k�k � �

�
j�i�ck�� ��i j �

�

�
��kck � c�k� � � i � n�

By �
����
 we have

kqi�ck�� qi�c
��k � ��kck � c�k�

Putting the last two inequalities into �
���� and using �
����
 we have

kpki � qi�c
��k � �

�
��kck � c�k� ��kck � c�k � �kck � c�k� � � i � n�

Thus �
��
� is proved�
Next we prove �
����� Combining ����� with �
����
 we have Jk�c

� � ck�
� �
sk � rk� Therefore by �
��
�
 we have

kck�
 � c�k � kJ�
k k�kskk� krkk� � �
�kskk� krkk���
����

By �
���� and �
��
�
 we have kskk � �nk��k��
kck � c�k
� Putting 
 � ��

in �
�
� and using �
����
 we get

�

kvki k
� 
j�i�ck�� ��i j � 
��kck � c�k� � � i � n�

Hence by �����
 krkk � 
����kck � c�k�� Thus �
���� becomes

kck�
 � c�k � �

�
�nk��k��
�
�� � 
����

�kck � c�k� � 
kck � c�k��

where the last inequality follows from �
���� and the fact that � � ��
With Lemma 
��
 we are in the position to prove the local convergence of

Algorithm ��
Theorem ��	� Let the given eigenvalues f��i gni�
 be distinct and the Jacobian

J�c�� be nonsigular� Then Algorithm � is locally convergent with convergence
rate �� More precisely� if kc� � c�k � �� then ck converges to c� with

kck�
 � c�k � 
kck � c�k� � k � �� �� � � � �

Here 
 and � are de�ned in �	��
� and �	���� respectively�
Proof� We �rst prove by mathematical induction that �
���� and �
���� are

true for all k�
For k � �
 we recall that the �rst step of Algorithm � is the same as the �rst

iteration of Algorithm �� In particular
 p�i � qi�c
�� are the exact eigenvectors

of A�c��� It follows from �
���� that

kp�i � qi�c
��k � ��kc� � c�k � �kc� � c�k��
����
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Hence �
���� is true for k � �� Also since the Jacobian equation is solved
exactly in the �rst iteration
 we have kr�k � �� From �
���� and �
����
 ks�k �
�nk��k��
kc� � c�k
� Put these two estimates into �
���� and we have

kc
 � c�k � �
��nk��k��
�kc� � c�k
�

It follows from �
���� and �
���� that

kc
 � c�k � 
kc� � c�k
 � 
�kc� � c�k � kc� � c�k � ��

Thus �
���� is also valid for k � ��
Next we assume that �
���� and �
���� are true for all positive integers less

than or equal to k� Then by Lemma 
��
 �
��
� and �
���� are valid for the same
k�s� By �
��
�
 we see that �
���� is true for k � �� Moreover by �
����
 �
����
and �
����
 we have

kck�
 � c�k � 
kck � c�k� � 
���
kck � c�k � kck � c�k � ��

i�e� �
���� is also true for k��� Thus by mathematical induction
 we have proved
that �
���� and �
���� are true for all positive integers k� Therefore by Lemma

��
 �
���� also holds for all positive k
 and the theorem is established�


 Numerical Experiments

In this section
 we compare the convergence rate of Algorithm � �the Newton�
like method� with that of Algorithm � �the inexact Newton�like method�� We
use Toeplitz matrices as our Ai in �����	

A
 � I� A
 �

	
BBBBBBB


� � � � � � �

� � �
� � �

���

� �
� � �

� � � �
���

� � �
� � � � �

� � � � � � �

�
CCCCCCCA
� � � � � An �

	
BBBBBBB


� � � � � � �

�
� � �

� � � � � � �
���

� � �
� � �

� � �
���

� � � � � � �
� � � �

� � � � � � �

�
CCCCCCCA
�

In particular
 A�c� is a symmetric Toeplitz matrix with the �rst column equals
to c� All our tests were done in Matlab�
In the tests
 we tried Algorithms � and � on ten ���by��� matrices� For

each matrix
 we �rst generate c� with entries randomly chosen between � and
��� Then we compute the eigenvalues f��i gni�
 of A�c��� The initial guess c�

is formed by chopping the components of c� to two decimal places� For both
algorithms
 the stopping tolerance for the outer �Newton� iterations is ���
��
The inner systems ���
�
 �����
 �����
 and ����� are all solved by the Matlab�
provided QMR method ���� The stopping tolerances for ���
� and ����� is ���
�

and for ����� and �����
 they will be as given in the equations� Besides the
tolerances
 we also set the maximum number of iterations allowed to 
�� for all
inner iterations� For the inverse power equations ���
� and �����
 we use vk�
i
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� ��� ��� ��� ��
 ��� ��� ��� ��	 ��� ��
 Algo� �

Iterations 	�� ��� ��� 
�	 
�
 
�� 
�� 
�� 
�� 
�� 
��

Table ���	 Average numbers of outer iterations for Algorithms � and ��

� ��� ��� ��� ��
 ��� ��� ��� ��	 ��� ��
 Algo� �

I ���� ���� ���
 ���� ���	 ���� ���� ���� ���� ���� ���	

J ��
� �	�� ��
� ���� ��
� ���
 ���� ���� ���� ��
� 
���


Table ���	 Averaged total numbers of inner iterations in thousands for the inverse
power method �I� and for the approximate Jacobian equation �J��

as the initial guess
 and for the Jacobian equations ����� and �����
 we use ck as
the initial guess�
Table ��� gives the average numbers of outer iterations for the ten test matrices

with respect to di�erent choices of �� For comparison
 we also give the average
number of outer iterations for Algorithm �� We see that for � between ��� and
�
 our method converges at the same rate as Algorithm �� In Table ���
 we
give the total numbers of inner iterations �averaged over the ten test matrices�
required by the inverse power method I �i�e� ���
� in Algorithm � and ����� in
Algoritm �� and by the Jacobian equation J �i�e� ����� in Algorithm � and �����
in Algorithm ��� We see that if � 	 ���
 then one requires less inner iterations
in Algorithm � than that in Algorithm �� The most e�ective � is around ����
From Tables �������
 we can conclude that Algorithm � with � between ���

and � is much better than Algorithm �� To further illustrate this
 we plot in
Figure ��� the convergence history for one of the test matrices� To illustrate
the oversolving problem
 we plot the error kck � c�k
 of the iterates both in
the outer iterations and also in the inner iterations with the marks denote the
errors at the outer iterations� We can see that our method converges faster than
Algorithm �� Moreover
 for Algorithm �
 oversolving problem is very signi�cant
�see the horizontal lines between iteration numbers ��� to ���
 
�� to ��� and
��� to ���� whereas it is not quite signi�cant for Algorithm � with � � � �see
the horizontal lines near iteration numbers 
��
 ���
 and ����� However
 for
� � ���
 we only see oversolving at the second outer iteration between iteration
numbers ��� to ��� �the same as Algorithm � or Algorithm � with � � �� and
there are no oversolving at all for the subsequent iterations�
Finally
 we remark that when Algorithm � is applied to symmetric Toeplitz

matrices fAjgnj�

 ����� become Toeplitz systems� For iterative methods
 the
main cost in each iteration is the matrix�vector multiplications� By embedding
the Toeplitz matrices into circulant matrices
 the cost per iteration can be re�
duced from O�n
� to O�n logn�
 see for instance ���� As for the linear system
in �����
 the cost per iteration can also be reduced� In fact
 for any vector
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Figure ���	 Convergence history of one of the test matrices�

x � �x
� � � � � xn�
T 


�Jkx�i �

nX
j�


xj�p
k
i �

TAjp
k
i � �pki �

TA�x�pki � � � i � n�

Thus it is not necessary to form Jk explicitly and Jkx can be found via Toeplitz
matrix�vector multiplications in O�n
 logn� operations instead of O�n�� oper�
ations� As a comparison
 the recent algorithm in ��� is essentially a Newton
method and only partly utilizes the special structure of Toeplitz matrix� and so
in each iteration
 its computational cost is O�n�� operations�

REFERENCES

�� R� Chan and M� Ng
 Conjugate Gradient Method for Toeplitz Systems
 SIAM
Review
 �� ������
 
���
���

�� R� Chan
 S� Xu
 and H� Zhou
 On the Convergence Rate of a Quasi�Newton
Method for Inverse Eigenvalue Problem
 SIAM J� Numer� Anal�
 �� ������


���

��

�� S� Eisenstat and H� Walker
 Choosing the Forcing Terms in an Inexact Newton
Method
 SIAM J� Sci� Comput�
 �� ������
 ������


� S� Friedland
 J� Nocedal
 and M� Overton� The Formulation and Analysis of
Numerical Methods for Inverse Eigenvalue Problems
 SIAM J� Numer� Anal�

�
 ������
 ��
�����



INEXACT NEWTON�LIKE METHOD FOR INVERSE EIGENVALUE PROBLEM ��

�� G� Golub and C� van Loan
Matrix Computations
 �nd Ed�
 The John Hopkins
University Press
 Baltimore
 �����

�� R� Freund and N� Nachtigal
 QMR
 a Quasi�Minimal Residual Method for
Non�Hermitian Linear Systems
 Numer� Math�
 �� ������
 ��������

�� S� Xu
 An Introduction to Inverse Algebraic Eigenvalue Problems
 Peking Uni�
versity Press
 �����

�� W� Trench
 Numerical solution of the inverse eigenvalue problem for real sym�
metric Toeplitz matrices
 SIAM J� Sci� Comput�
 �� ������
 ����������


