
DIMENSIONS OF ORTHOGONAL PROJECTIONS OF TYPICAL
SELF-AFFINE SETS AND MEASURES

DE-JUN FENG AND YU-HAO XIE

Abstract. Let T1, . . . , Tm be a family of d×d invertible real matrices with ∥Ti∥ <
1/2 for 1 ≤ i ≤ m. For a = (a1, . . . , am) ∈ Rmd, let πa : Σ = {1, . . . ,m}N → Rd

denote the coding map associated with the affine IFS {Tix + ai}mi=1, and let Ka

denote the attractor of this IFS. Let W be a linear subspace of Rd and PW the
orthogonal projection ontoW . We show that for Lmd-a.e. a ∈ Rmd, the Hausdorff
and box-counting dimensions of PW (Ka) coincide and are determined by the zero
point of a certain pressure function associated with T1, . . . , Tm and W . Moreover,
for every ergodic σ-invariant measure µ on Σ and for Lmd-a.e. a ∈ Rmd, the local
dimensions of (PWπa)∗µ exist almost everywhere, here (PWπa)∗µ stands for the
push-forward of µ by PWπa. However, as illustrated by examples, (PWπa)∗µ
may not be exact dimensional for Lmd-a.e. a ∈ Rmd. Nevertheless, when µ is
a Bernoulli product measure, or more generally, a supermultiplicative ergodic σ-
invariant measure, (PWπa)∗µ is exact dimensional for Lmd-a.e. a ∈ Rmd.

1. Introduction

The main purpose of this paper is to study the dimensions of orthogonal projec-
tions of ‘typical’ self-affine sets and measures along specific directions.

It is a fundamental question in fractal geometry and dynamical systems to in-
vestigate orthogonal projections of many concrete fractal sets and measures and go
beyond general results such as Marstrand’s theorem (see, e.g., [17, 54, 7]). Before
introducing the background and our results of this study, let us first provide some
necessary notation and definitions regarding various dimensions of sets and mea-
sures. For a set A ⊂ Rd, we use dimHA, dimPA, dimBA, and dimBA to denote the
Hausdorff, packing, lower box-counting, and upper box-counting dimensions of A,
respectively (see, e.g., [16, 43] for the definitions). If dimBA = dimBA, we denote
the common value by dimBA and refer to it as the box-counting dimension of A.

Recall that for a probability measure η on Rd, the local upper and lower dimensions
of η at x ∈ Rd are defined as follows:

dimloc(η, x) = lim sup
r→0

log η(B(x, r))

log r
, dimloc(η, x) = lim inf

r→0

log η(B(x, r))

log r
,
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where B(x, r) denotes the closed ball of radius r centered at x. If dimloc(η, x) =
dimloc(η, x), we denote the common value as dimloc(η, x) and refer to it as the local
dimension of η at x. We say that η is exact dimensional if there exists a constant C
such that the local dimension dimloc(η, x) exists and equals C for almost every x with
respect to η (i.e., for η-a.e. x ∈ Rd). It is well known that if η is exact dimensional,
then the lower and upper Hausdorff and packing dimensions of η coincide and equal
the constant C (see e.g., [15, 58]); in this case, we simply denote this constant as
dim η and call it the dimension of η. Recall that the lower and upper Hausdorff and
packing dimensions of η are defined as follows:

dimHη = ess inf
x∈spt(η)

dimloc(η, x), dimHη = ess sup
x∈spt(η)

dimloc(η, x),

dimPη = ess inf
x∈spt(η)

dimloc(η, x), dimPη = ess sup
x∈spt(η)

dimloc(η, x).

Next, let us introduce the definition of self-affine sets. By an affine iterated func-
tion system (affine IFS) on Rd we mean a finite family {fi}mi=1 of affine mappings
from Rd to Rd, taking the form

fi(x) = Tix+ ai, i = 1, . . . ,m,

where Ti are contracting d× d invertible real matrices and ai ∈ Rd. It is well known
[37] that, for any such IFS {fi}mi=1, there exists a unique non-empty compact set
K ⊂ Rd such that

K =
m⋃
i=1

fi(K).

We call K the attractor of {fi}mi=1, or the self-affine set generated by {fi}mi=1. In
particular, if all the maps fi are contracting similitudes, we call K a self-similar set.

In what follows, we let T = (T1, . . . , Tm) be a fixed tuple of contracting d × d
invertible real matrices. Let (Σ, σ) be the one-sided full shift over the alphabet
{1, . . . ,m}, that is, Σ = {1, . . . ,m}N and σ : Σ → Σ is the left shift map. For
a = (a1, . . . , am) ∈ Rmd, let πa : Σ → Rd be the coding map associated with the IFS
{fa

i (x) = Tix + ai}mi=1, here we write fa
i instead of fi to emphasize its dependence

of a. That is,

(1.1) πa(x) = lim
n→∞

fa
x1

◦ · · · ◦ fa
xn
(0)

for x = (xn)
∞
n=1 ∈ Σ. It is well known [37] that the image πa(Σ) of Σ under πa is

exactly the attractor of {fa
i }mi=1. For convenience, we write Ka = πa(Σ). For an

ergodic σ-invariant measure µ on Σ, let πa
∗µ denote the push-forward of µ by πa,

and we call it an ergodic stationary measure associated with the IFS {fa
i }mi=1. It is

known [23] that every ergodic stationary measure associated with an affine IFS is
exact dimensional; see also [5, 24] for some earlier results.

In 1988, in his seminal paper [13], Falconer introduced a quantity associated
with the matrices T1, . . . , Tm, now commonly referred to as the affinity dimension
dimAFF(T1, . . . , Tm) (we will present its definition shortly). Falconer showed that
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this quantity is always an upper bound for the upper box-counting dimension of
Ka. Furthermore, when

(1.2) ∥Ti∥ <
1

2
for all 1 ≤ i ≤ m,

the equalities

dimHK
a = dimBK

a = min{d, dimAFF(T1, . . . , Tm)}

hold for Lmd-a.e. translation vector a. In fact, Falconer initially proved this using
1/3 as the upper bound on the norms; it was later shown by Solomyak [55] that 1/2
suffices.

In 2007, Jordan, Pollicott and Simon [39] proved analogous results for ergodic sta-
tionary measures. They showed that for each ergodic σ-invariant measure µ on Σ,
dim πa

∗µ is bounded above by the Lyapunov dimension dimLY(µ,T) for each transla-
tion vector a ∈ Rmd (see Definition 2.14 for the definition of Lyapunov dimension).
They also showed that under the assumption of (1.2), the equality

dim πa
∗µ = min{d, dimLY(µ,T)}

holds for Lmd-a.e. a ∈ Rmd.

Now let us present the definition of affinity dimension. Let Matd(R) denote the
collection of all d× d real matrices. For A ∈ Matd(R), let

α1(A) ≥ · · · ≥ αd(A)

denote the singular values of A (i.e. the positive square roots of the eigenvalues
of the positive semi-definite matrix A∗A). Following [13], for s ≥ 0 we define the
singular value function φs : Matd(R) → [0,∞) as

(1.3) φs(A) =

{
α1(A) · · ·αj(A)α

s−j
j+1(A) if 0 ≤ s < d,

det(A)s/d if s ≥ d,

where j = ⌊s⌋ is the integral part of s. Then the affinity dimension of the tuple
T = (T1, . . . , Tm) is defined by

(1.4) dimAFF(T) = inf

{
s ≥ 0: lim

n→∞

1

n
log

m∑
i1,...,in=1

φs(Ti1 · · ·Tin) ≤ 0

}
.

For a linear subspace W of Rd, let PW denote the orthogonal projection onto W .
In this paper, we aim to study the dimensions of PW (Ka) and (PWπ

a)∗µ, where µ
is an ergodic σ-invariant measure on Σ, for almost every translation vector a.

To state our main results, we still need to introduce some notation and definitions.
Write Σ0 = {∅}, where ∅ stands for the empty word, and Σn = {1, . . . ,m}n for n ≥ 1.
Set Σ∗ =

⋃∞
n=0Σn. For a linear subspace W of Rd, define

(1.5) dimAFF(T,W ) = inf

{
s ≥ 0:

∞∑
n=1

∑
I∈Σn

φs(PWTI) <∞

}
,
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where TI = Ti1 · · ·Tin for I = i1 . . . in. It was recently proved by Morris [44, Theorem
1] that

dimBPW (Ka) ≤ dimAFF(T,W )

for every a ∈ Rmd and each linear subspace W of Rd.

For k ∈ {1, . . . , d − 1}, the collection of all k-dimensional linear subspaces of
Rd forms the Grassmann manifold G(d, k). Let γd,k denote the natural invariant
measure on G(d, k), which is locally equivalent to k(d − k)-dimensional Lebesgue
measure; see [43, p. 51] for the detailed definition.

A set A of matrices in Matd(R) is said to be irreducible if there is no proper
nontrivial linear subspace V of Rd such that A(V ) ⊂ V for all A ∈ A; otherwise A
is called reducible. For a pair of integers n ≥ q ≥ 0, let(

n

q

)
=

n !

q !(n− q) !

denote the coefficient of the term xq in the expansion of (1 + x)n.

The first result of this paper is the following.

Theorem 1.1. Let k ∈ {1, . . . , d− 1}. Then the following statements hold.

(i) When W runs over G(d, k), dimAFF(T,W ) can only take finitely many val-
ues. More precisely,

#{dimAFF(T,W ) : W ∈ G(d, k)} ≤ min
q∈N : ℓ≤q≤k

(
d

q

)
−
(
k

q

)
+ 1,

where # stands for cardinality and ℓ is the smallest integer not less than
min{k, dimAFF(T)}. Moreover, if

{
T∧q
i : i = 1, . . . ,m

}
is irreducible for some

integer q with ℓ ≤ q ≤ k, then

(1.6) dimAFF(T,W ) = min{k, dimAFF(T)}
for all W ∈ G(d, k).

(ii) Equality (1.6) holds for γd,k-a.e. W ∈ G(d, k). Here we do not need any
irreducibility assumption on T.

(iii) Assume that ∥Ti∥ < 1/2 for all 1 ≤ i ≤ m. Let W ∈ G(d, k). Then

dimH PW (Ka) = dimB PW (Ka) = dimAFF(T,W )

for Lmd-a.e. a ∈ Rmd. Moreover, if

(1.7) lim
n→∞

1

n
log

∑
I∈Σn

φk(PWTI) > 0,

then Hk(PW (Ka)) > 0 for Lmd-a.e. a ∈ Rmd, where Hk stands for the k-
dimensional Hausdorff measure.

We remark that the limit in (1.7) always exists; see Proposition 4.4 for a more
general statement.
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To state our second result, let µ be an ergodic σ-invariant measure on Σ and
W ∈ G(d, k). For x = (xi)

∞
i=1 ∈ Σ and n ∈ N, we define

(1.8) Sn(µ,T,W, x) = sup
{
s ∈ [0, k] : φs(PWTx|n) ≥ µ([x1 · · · xn])

}
,

where x|n := x1 . . . xn, Tx|n := Tx1 · · ·Txn and

[x1 . . . xn] := {(yi)∞i=1 : yi = xi for i = 1, . . . , n}.

Equivalently,

(1.9) Sn(µ,T,W, x) =

{
k if φk(PWTx|n) ≥ µ([x|n]),
s ∈ [0, k) with φs(PWTx|n) = µ([x|n]) otherwise.

Next we define

(1.10) S(µ,T,W, x) = lim
n→∞

Sn(µ,T,W, x),

if the limit exists.

A probability measure η on Σ is said to be supermultiplicative if there exists C > 0
such that

η([IJ ]) ≥ Cη([I])η([J ]) for all I, J ∈ Σ∗.

Now we are ready to formulate our second result.

Theorem 1.2. Let µ be an ergodic σ-invariant measure on Σ. Then there exists a
Borel subset Σ′ of Σ with µ(Σ′) = 1 such that the following properties hold.

(i) The limit in (1.10) that defines S(µ,T,W, x) exists for every x ∈ Σ′ and
W ∈ G(d, k). Moreover, we have

#{S(µ,T,W, x) : W ∈ G(d, k), x ∈ Σ′} ≤
(
d+ ℓ′ − k

ℓ′

)
,

where ℓ′ is the smallest integer not less than min{k, dimLY(µ,T)}. Here
dimLY(µ,T) denotes the Lyapunov dimension of µ with respect to T; see
Definition 2.14.

(ii) For every W ∈ G(d, k) and a ∈ Rmd,

dimloc((PWπ
a)∗µ, PWπ

ax) ≤ S(µ,T,W, x) for µ-a.e. x ∈ Σ′;

and consequently,

dimHπ
a
∗µ ≤ S(µ,T,W ), dimHπ

a
∗µ ≤ S(µ,T,W ),

dimPπ
a
∗µ ≤ S(µ,T,W ), dimPπ

a
∗µ ≤ S(µ,T,W ),

where

(1.11) S(µ,T,W ) := ess inf
x∈sptµ

S(µ,T,W, x), S(µ,T,W ) := ess sup
x∈sptµ

S(µ,T,W, x).
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(iii) Assume additionally that µ is fully supported and supermultiplicative. Then
S(µ,T,W ) = S(µ,T,W ) for all W ∈ G(d, k). If furthermore {T∧q

i }mi=1 is
irreducible for some integer q such that ℓ′ ≤ q ≤ k, where ℓ′ is the smallest
integer not less than min{k, dimLY(µ,T)}, then

(1.12) S(µ,T,W ) = S(µ,T,W ) = min{k, dimLY(µ,T)}
for all W ∈ G(d, k).

(iv) Assume that ∥Ti∥ < 1/2 for 1 ≤ i ≤ m. Let W ∈ G(d, k). Then for
Lmd-a.e. a ∈ Rmd,

dimloc((PWπ
a)∗µ, PWπ

ax) = S(µ,T,W, x)

for µ-a.e. x ∈ Σ. Consequently, for Lmd-a.e. a ∈ Rmd,

dimH(PWπ
a)∗µ = dimP(PWπ

a)∗µ = S(µ,T,W ),

dimH(PWπ
a)∗µ = dimP(PWπ

a)∗µ = S(µ,T,W ).

Moreover, (1.12) holds for γd,k-a.e. W ∈ G(d, k).

According to Theorem 1.2(iv), under the assumption of (1.2), for every ergodic σ-
invariant measure µ on Σ and every linear subspaceW of Rd, the local dimensions of
(PWπ

a)∗µ exist almost everywhere for Lmd-a.e. a ∈ Rmd. However, as demonstrated
by Example 8.1, (PWπ

a)∗µ may be not exact dimensional for almost all a. Further-
more, if T is a tuple of 2× 2 antidiagonal matrices, then under a mild assumption
on T, we can construct a compact σ-invariant set X ⊂ Σ with positive topological
entropy such that S(µ,T,W ) ̸= S(µ,T,W ) for every ergodic σ-invariant measure µ
supported on X with hµ(σ) > 0, whereW is either the x-axis or the y-axis in R2; see
Proposition 8.3 and its proof. This phenomenon is both intriguing and unexpected.
Nevertheless, by Theorem 1.2(iii)-(iv), for any tuple T satisfying (1.2), if µ is fully
supported and supermultiplicative (e.g., when µ is a Bernoulli product measure),
then (PWπ

a)∗µ is exact dimensional for almost all a. We note that the assumption
of µ being fully supported can be dropped; see Remark 5.8.

In addition to Theorems 1.1-1.2, we also present some additional results concern-
ing the quantities dimAFF(T,W ), S(µ,T,W ) and S(µ,T,W ) in specific cases in
Section 7. For instance, in the case where d = 2, we provide a simple verifiable
criterion for dimAFF(T,W ) to be strictly less than min{1, dimAFF(T)}, a verifiable
criterion for S(µ,T,W ) to be strictly less than min{1, dimLY(µ,T)}, and a neces-
sary and sufficient condition for which S(µ,T,W ) > S(µ,T,W ); see Propositions
7.1-7.2.

It is interesting to note that in the case where Ti = ρiOi for all 1 ≤ i ≤ m,
with 0 < ρi < 1 and Oi being orthogonal, then (1.6) and (1.12) hold for all W ∈
G(d, k); see Section 9. Therefore, in this case, there is no dimension drop regarding
orthogonal projections of Ka and πa

∗µ for almost all a if ρi < 1/2 for all i.

We point out that our results can be easily extended to general linear projections,
rather than being limited to orthogonal projections. To illustrate this, let L : Rd →
Rd be a singular linear transformation with rank k, and let W = L∗(Rd), where
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L∗ denotes the transpose of L. Then, there exists an invertible transformation M
on Rd such that L = MPW ; see Lemma 4.5(ii). Thus, the dimensional properties
of projected sets and measures under the linear projection L are the same as those
under the orthogonal projection PW .

Rather than typical self-affine sets and measures, there have been some existing
results in the literature regarding the orthogonal projections of specific self-similar
and self-affine sets and measures along all or particular directions (see, e.g., the
surveys [17, 54], and the book [7]). Notably, the following result was achieved
by Peres and Shmerkin [47] in the plane and by Hochman and Shmerkin [33] in
higher dimensions: Let K ⊂ Rd be a self-similar set generated by an IFS {fi(x) =
ρiOix+ai}mi=1 of similitudes with dense rotations (i.e., the rotation group generated
by O1, . . . , Om is dense in the full group of rotations SO(d,R)). Suppose that the
IFS {fi}mi=1 additionally satisfies the strong separation condition (i.e., fi(K) are
pairwise disjoint). Then

(1.13) dimH PWK = min{dimHK, k} for all W ∈ G(d, k),

and the above equality also holds if K is replaced by any self-similar measure asso-
ciated with the IFS. Later, Farkas [21] and Falconer and Jin [18] showed that (1.13)
and its variant for self-similar measures still hold without any separation condition
on the IFS. In terms of projections of self-similar measures, Algom and Shmerkin [1]
further weakened the denseness assumption on the rotation group. Specifically, they
obtained the exact sharp condition on the rotation group under which the measure
variant of (1.13) holds when k = 1 or d− 1. It is worth noting that for any planar
self-similar set or measure, the set of exceptional directions W ∈ G(2, 1) for which
(1.13) or its measure variant does not hold is at most countable. This result was
recently achieved by Wu [57], improving a previous result of Hochman [32] that the
set of such exceptional directions has zero packing dimension.

In [28], Ferguson, Jordan and Shmerkin proved that under a suitable irrational-
ity assumption, for several classes of self-affine carpets K in the plane (including
Bedford-McMullen, Gatzouras-Lalley or Branski carpets), it holds that

(1.14) dimH PWK = min{dimHK, 1},

for all W ∈ G(2, 1) except for the x-axis and the y-axis. This extends the previous
result of Peres and Shmerkin [47] on sums of Cantor sets. Recently, for general
planar diagonal affine IFSs under a suitable irrationality assumption, a version of
(1.14), whereK is replaced by any self-affine measure, was proved for allW ∈ G(2, 1)
except for the x-axis and the y-axis by Bárány et al [6, Theorem 1.6] and Pyörälä
[50]; see also [27] for an earlier result. We note that this also holds for a special class
of ergodic measures on product-like planar self-affine sets–more precisely, products
of two ergodic stationary measures supported respectively on two homogeneous self-
similar sets–see Hochman and Shmerkin [33] and Bruce and Jin [11]. In [19], Falconer
and Kempton studied planar affine IFSs consisting of maps whose linear parts are
given by matrices with strictly positive entries. They showed that the dimension
of a self-affine measure η for such an IFS is preserved for all projections with a
possible exception of one direction, provided that the dimension of η is equal to
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its Lyapunov dimension. In 2019, Barany, Hochman and Rapaport [4] achieved
breakthrough results on planar self-affine sets and measures. They proved that for
a planar self-affine set K, if the generating IFS of K satisfies the strong open set
condition, and the linear parts of the IFS are strong irreducible and proximal, then
the Hausdorff dimension ofK equals its affinity dimension, and moreover, (1.14) and
its version for self-affine measures hold for all subspaces W . Recently, among other
things, Rapaport [51] obtained analogous results for every affine IFS {Tix + ai}mi=1

in R3 that satisfies the same assumptions as in [4].

Let us briefly outline some strategies employed in our proofs of Theorems 1.1(iii)
and 1.2(iv). By extending an idea of Falconer [13], one can prove that, under the
assumption of (1.2), for a given W ∈ G(d, k), we have dimH PW (Ka) = t0(W ) for
Lmd-a.e. a ∈ Rmd. Here, t0(W ) = inf{s ≥ 0 : Ms

W,∞ = 0}, and Ms
W,∞ is defined as

follows:

Ms
W,∞ = inf

∞∑
n=1

φs(PWTIn),

where the infimum is taken over all countable covers {[In]}n of Σ consisting of
cylinder sets. However, this approach could only prove the constancy property of
dimH PW (Ka) for almost all a. As the mapping I 7→ φs(PWTI) from Σ∗ → (0,∞)
is generally neither submultiplicative nor supermultiplicative for s ∈ (0, k], it is
challenging to use this approach to determine the box-counting dimension of PW (Ka)
or the dimensions of projections of ergodic stationary measures. To overcome this
difficulty, we take a different approach. One crucial step is to apply Oseledets’s
multiplicative ergodic theorem to analyze, for each ergodic σ-invariant measure µ,
the asymptotic properties of

1

n
logφs(T ∗

x|nPW ) and
1

n
log sup

J∈Σ∗

φs(T ∗
x|nPT ∗

JW
)

for µ-a.e. x ∈ Σ, uniformly inW and s, where T ∗
J := (TJ)

∗. We successfully establish
this result (see Proposition 3.3). It enables us to prove Theorem 1.2(iv) by adapting
the arguments in the proofs of [25, Theorem 2.1(ii)] and [36, Theorem 4.1].

To prove Theorem 1.1(iii), we need another key ingredient. For s ∈ [0, k] and
W ∈ G(d, k), define ψs

W : Σ∗ → (0,∞) by

ψs
W (I) = sup

J∈Σ∗

φs(T ∗
I PT ∗

JW
).

It turns out that ψs
W is submultiplicative (see Lemma 4.1). Moreover, using Propo-

sition 3.3, we demonstrate that the quantity dimAFF(T,W ) corresponds to the zero
point of the topological pressure function of the subadditive potential {logψs

W (·|n)}∞n=1

(see Proposition 4.4 and Lemma 4.6(ii)). Among other applications, this result al-
lows us to construct suitable measures µ̃ on Σ from the equilibrium measures of
these subadditive potentials, ensuring that the dimension of (PWπ

a)∗µ̃ approximates
dimH PW (Ka) from below for almost all a.

We point out that, simultaneously and independently of this work, Morris and
Sert [45] obtained alternative proofs of variants of Theorems 1.1(iii) and 1.2(iv).
Similar to Example 8.1, they also constructed examples to demonstrate that for an
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ergodic invariant measure µ, the projection (PWπ
a)∗µ may be not exact dimensional

for almost every a. We recently became aware that in a paper [2] in progress,
Allen et al. independently constructed a planar box-like self-affine set for which a
certain ergodic σ-invariant measure has orthogonal projections which are not exact-
dimensional.

The paper is organized as follows. In Section 2, we provide some preliminaries on
linear algebra, subadditive thermodynamic formalism, singular value functions, and
Lyapunov dimensions. In Section 3, we prove Proposition 3.3 by applying Oseledets’s
multiplicative ergodic theorem. In Section 4, we present some properties of ψs

W and
the corresponding topological pressures. In Section 5, we prove Theorem 1.2. In
Section 6, we prove Theorem 1.1. In Section 7, we give some additional results
about dimAFF(T,W ), S(µ,T,W ) and S(µ,T,W ) in specific cases. In Section 8, we
construct a concrete example (see Example 8.1) for which S(µ,T,W ) ̸= S(µ,T,W );
we also give a simple criterion to check whether there exist such counter examples
for a given tuple T of 2× 2 antidiagonal matrices. In Section 9, we give some final
remarks.

2. Preliminaries

2.1. Exterior algebra. As usual in the study of matrix cocycles, we often make
use of the exterior algebra generated by the k-alternating forms, which we denote
(Rd)∧k. It is endowed with an inner product (·|·), with the property that

(v1 ∧ · · · ∧ vk|w1 ∧ · · · ∧ wk) = det(⟨va, wb⟩)1≤a,b≤k,

where ⟨va, wb⟩ is the usual inner product on Rd. The norm of v1 ∧ · · · ∧ vk is equal
to the k-dimensional volume of the parallelotope formed by v1, . . . , vk (see, e.g. [53,
p. 220]). It follows that

(2.1) ∥v1 ∧ · · · ∧ vk∥ ≤
k∏

i=1

∥vk∥

and

(2.2) ∥v1 ∧ · · · ∧ vk+p∥ ≤ ∥v1 ∧ · · · ∧ vk∥ · ∥vk+1 ∧ · · · ∧ vk+p∥ for k, p ≥ 1.

Moreover, in the special case when k = d,

(2.3) ∥v1 ∧ · · · ∧ vd∥ = | det(v1, . . . , vd)|,

where (v1, . . . , vd) stands for the d× d matrix with column vectors v1, . . . , vd.

For a linear subspace V of Rd, let V ⊥ denote the orthogonal complement of V in
Rd, and let PV : Rd → V be the orthogonal projection onto V . The following result
also follows from the volume interpretation of the norm of exterior products (see,
e.g. [53, p. 220]).
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Lemma 2.1. Let w, v1, . . . , vk ∈ Rd so that v1, . . . , vk are linearly independent. Set
V = span(v1, . . . , vk). Then

d(w, V ) = ∥PV ⊥(w)∥ =
∥w ∧ v1 ∧ · · · ∧ vk∥
∥v1 ∧ · · · ∧ vk∥

,

where d(w, V ) := inf{∥w − v∥ : v ∈ V }.

If {vi}di=1 is an orthonormal basis of Rd, then {vi1∧· · ·∧vik : 1 ≤ i1 < . . . < ik ≤ d}
is an orthonormal basis of (Rd)∧k. Let Matd(R) denote the set of real d×d matrices.
For A ∈ Matd(R), we recall that the k-fold exterior product A∧k of A is defined by
the condition

A∧k(v1 ∧ · · · ∧ vk) = Av1 ∧ · · · ∧ Avk.

The following properties are well known (see e.g. [3, Chap. 3.2] for parts (i)–(iv).
Part (v) follows from (2.3)).

Lemma 2.2. Let A,B ∈ Matd(R) and 1 ≤ k < d. Then the following properties
hold.

(i) (AB)∧k = A∧kB∧k, and in particular, ∥(AB)∧k∥ ≤ ∥A∧k∥∥B∧k∥.
(ii) ∥A∧k∥ = α1(A) · · ·αk(A), where α1(A) ≥ · · · ≥ αd(A) are the singular values

of A, and in particular, ∥A∧k∥ ≤ ∥A∥k.
(iii) (A∗)∧k = (A∧k)∗, where A∗ stands for the transpose of A.

(iv) det(A∧k) = det(A)(
d−1
k−1).

(v) If {vi}di=1 is a basis of Rd, then

∥Av1 ∧ · · · ∧ Avd∥
∥v1 ∧ · · · ∧ vd∥

= | det(A)|.

2.2. Angles between linear subspaces. Here we define the (minimal) angle be-
tween two linear subspaces V,W of Rd. For x, y ∈ Rd \ {0}, let ∡(x, y) denote the
angle between the lines ℓx and ℓy, where ℓx represents the line in Rd passing through
the origin and the point x. In this definition, we always have ∡(x, y) ∈ [0, π/2] and

sin(∡(x, y)) =
(∥x∥2∥y∥2 − ⟨x, y⟩2)1/2

∥x∥∥y∥
.

Given two linear subspaces V andW of Rd, the angle ∡(V,W ) (0 ≤ ∡(V,W ) ≤ π/2)
between V and W is defined by

sin(∡(V,W )) = inf
x∈V \{0}, y∈W\{0}

sin(∡(x, y)).

It is known that for two nontrivial linear subspaces V and W of Rd, V ∩W = {0}
if and only if ∡(V,W ) > 0 (see e.g. [30, Proposition 13.2.1]).

Below we give some useful results about the angles between linear subspaces.
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Definition 2.3. Let v = {vi}di=1 be an ordered basis of Rd. Define

(2.4) α(v) = inf ∡
(
span{vi : i ∈ I}, span{vj : j ∈ J}

)
,

where the infimum is taken over all disjoint nonempty subsets I, J of {1, . . . , d}. We
call α(v) the smallest angle generated by v.

Lemma 2.4. Let v = {vi}di=1 be an ordered basis of Rd and let α(v) be smallest
angle generated by v. Then the following properties hold:

(i) For a1, . . . , ad ∈ R,∥∥∥∥∥
d∑

i=1

aivi

∥∥∥∥∥ ≥ |aj|∥vj∥ sin(α(v))

for each 1 ≤ j ≤ d.
(ii) If w is a unit vector in Rd with w =

∑d
i=1 aivi. Then

|aj| ≤
1

∥vj∥ sin(α(v))
for each 1 ≤ j ≤ d.

(iii) For w ∈ Rd and I ⊂ {1, . . . , d},

sin (∡(span{w}, span{vi : i ∈ I})) =
∥w ∧ (

∧
i∈I vi)∥

∥w∥∥
∧

i∈I vi∥
.

(iv) (sin(α(v)))d−1 ≤ ∥
∧d

i=1 vi∥∏d
i=1 ∥vi∥

≤ d sin(α(v)).

Proof. We first prove (i). Without loss of generality we show that∥∥∥∥∥
d∑

i=1

aivi

∥∥∥∥∥ ≥ |a1|∥v1∥ sin(α(v)).

To see this, set W = span{v2, . . . , vd}. By Lemma 2.1,∥∥∥∥∥
d∑

i=1

aivi

∥∥∥∥∥ ≥ d(a1v1,W ) = ∥PW⊥(a1v1)∥ = ∥a1v1∥ sin(α) = |a1|∥v1∥ sin(α),

where α is the angle between span{v1} and W . Since α ≥ α(v), it follows that

∥
∑d

i=1 aivi∥ ≥ |a1|∥v1∥ sin(α(v)). This proves (i).
Next we prove (ii). By (i), we have

1 = ∥w∥ =

∥∥∥∥∥
d∑

i=1

aivi

∥∥∥∥∥ ≥ |aj|∥vj∥ sin(α(v))

for each 1 ≤ j ≤ d, from which (ii) follows.
11



Part (iii) is a direct consequence of Lemma 2.1. To see (iv), we may assume that
v1, . . . , vd are all unit vectors. Applying (iii) repeatedly yields

∥v1 ∧ · · · ∧ vd∥ ≥ sin(α(v))∥v2 ∧ · · · ∧ vd∥ ≥ . . . ≥ (sin(α(v)))d−1.

This proves the first inequality in (iv). To see the other inequality in (iv), notice
that there exist nonempty I, J ⊂ {1, . . . , d} with I ∩ J = ∅ so that

∡(span{vi : i ∈ I}, span{vj : j ∈ J}) = α(v).

Hence there exists a unit vector u ∈ span{vi : i ∈ I} so that

∡(span{u}, span{vj : j ∈ J}) = α(v).

Notice that u =
∑

i∈I tivi for some ti ∈ R. Since 1 = ∥u∥ ≤
∑

i∈I |ti|, there exists
an element in I, say i1, such that |ti1| ≥ 1

#(I)
≥ 1

d
. Note that

(2.5)
∧
i∈I

vi = ± 1

ti1
u ∧

 ∧
i∈I\{i1}

vi

 .

Hence we have

∥v1 ∧ · · · ∧ vd∥ ≤

∥∥∥∥∥
(∧

i∈I

vi

)
∧

(∧
j∈J

vj

)∥∥∥∥∥ (by (2.2))

=
1

|ti1|

∥∥∥∥∥∥u ∧
 ∧

i∈I\{i1}

vi

 ∧

(∧
j∈J

vj

)∥∥∥∥∥∥ (by (2.5))

≤ d

∥∥∥∥∥u ∧
(∧

j∈J

vj

)∥∥∥∥∥ (by (2.2))

= d sin(α(v))∥u∥

∥∥∥∥∥∧
j∈J

vj

∥∥∥∥∥ (by (iii))

≤ d sin(α(v)).

This proves the second inequality in (iv). □

2.3. Pivot position vectors of linear subspaces with respect to an ordered
basis. In this subsection, we will introduce the definition of pivot position vector
of a linear subspace of Rd with respect to an ordered basis of Rd. For this purpose,
let us first recall the concept of row-reduced echelon matrix. The reader is referred
to [34, Chap. 1] for more details.

Definition 2.5. A k × d matrix M is called a row-reduced echelon matrix if:

(a) the first non-zero entry in each non-zero row of M is equal to 1;
(b) each column of M which contains the leading non-zero entry of some row

has all its other entries 0.
(c) every row of M which has all its entries 0 occurs below every row which has

a non-zero entry;
12



(d) if rows 1, . . . , r are the non-zero rows of M , and if the leading nonzero entry
of row i occurs in column pi, i = 1, . . . , r, then p1 < p2 < · · · < pr.

One can also describe a k × d row-reduced echelon matrix M as follows. Either
every entry in M is 0, or there exists a positive integer r, 1 ≤ r ≤ k, and r positive
integers p1, . . . , pr with 1 ≤ p1 < · · · < pr ≤ d and

(a) Mij = 0 for i > r, and Mij = 0 if j < pi.
(b) Mipj = δij, 1 ≤ i ≤ r, 1 ≤ j ≤ r.

We call the vector (p1, . . . , pr) the pivot position vector of M .

Now let W be a linear subspace of Rd with dimW = k, where 1 ≤ k ≤ d. Let
v = {v1, . . . , vd} be an ordered basis of Rd. It is well known (see e.g. [34, Chap. 2,
Theorem 11]) that there is a precise one k×d row-reduced echelon matrixM = (Mij)
with rank k such that

(2.6) W = span

{
d∑

j=1

Mijvj : i = 1, . . . , k

}
.

Let (p1, . . . , pk) be the pivot position vector of M .

Definition 2.6. Let W be a linear subspace of Rd with dimW = k and let v =
{vi}di=1 be an ordered basis of Rd. Let (p1, . . . , pk) be defined as above. We call
(p1, . . . , pk) the pivot position vector ofW with respect to v, and denote it as p(W,v).

Remark 2.7. From the standard procedure of finding row-reduced echelon form, it is
readily checked that the mapping (W,v) 7→ p(W,v) is Borel measurable with respect
to the natural topology on G(d, k)×

{
v = {vi}di=1 : det(v1, . . . , vd) ̸= 0

}
.

In the following we give a useful lemma which will be used in the proofs of Propo-
sition 3.3 and Theorem 1.1(i).

Lemma 2.8. Let (p1, . . . , pk) be the pivot position vector of W with respect to v,
where W is a k-dimensional linear subspace of Rd, and v = {vi}di=1 is an ordered
basis of Rd. Let ℓ ∈ {1, . . . , k}. Then the following properties hold.

(i) The linear subspace W∧ℓ of (Rd)∧ℓ satisfies

W∧ℓ ⊂ span {vi1 ∧ · · · ∧ viℓ : 1 ≤ i1 < · · · < iℓ ≤ d and

im ≥ pm for all 1 ≤ m ≤ ℓ} ,
(2.7)

and W∧ℓ ̸⊂ H, where H is a linear subspace of (Rd)∧ℓ defined by

H = span {vi1 ∧ · · · ∧ viℓ : 1 ≤ i1 < · · · < iℓ ≤ d and

(i1, . . . , iℓ) ̸= (p1, . . . , pℓ)} .
(2.8)

(ii) Let V ∈ G(d, k). Suppose that V ∧ℓ ̸⊂ H for some 1 ≤ ℓ ≤ k. Let (q1, . . . , qk)
be the pivot position vector of V with respect to v. Then qi ≤ pi for all
1 ≤ i ≤ ℓ.
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Proof. Let M = (Mij) be the unique k× d row-reduced echelon matrix with rank k
such that (2.6) holds. Write

wi =
d∑

j=1

Mijvj, i = 1, . . . , k.

Since (p1, . . . , pk) is the pivot position vector of M ,

(2.9) wi = vpi +
d∑

j=pi+1

Mijvj, i = 1, . . . , k.

Recall that W = span{w1, . . . , wk}. It follows that
W∧ℓ = span {wj1 ∧ · · · ∧ wjℓ : 1 ≤ j1 < · · · < jℓ ≤ k} .

By (2.9), for each 1 ≤ j1 < · · · < jℓ ≤ k,

wj1 ∧ · · · ∧ wjℓ ∈ span {vi1 ∧ · · · ∧ viℓ : pjm ≤ im ≤ d for all 1 ≤ m ≤ ℓ}
⊂ span {vi1 ∧ · · · ∧ viℓ : 1 ≤ i1 < · · · < iℓ ≤ d and

im ≥ pm for all 1 ≤ m ≤ ℓ} ,
where in the last inclusion we use the fact that jm ≥ m and so pjm ≥ pm for each
1 ≤ m ≤ ℓ. This proves (2.7). Again by (2.9), we see that the term vp1 ∧ · · · ∧ vpℓ
appears in the linear expansion of w1 ∧ · · · ∧ wℓ relative to the basis

v(ℓ) := {vi1 ∧ · · · ∧ viℓ : 1 ≤ i1 < · · · < iℓ ≤ d}
of (Rd)∧ℓ. It follows that w1 ∧ · · · ∧ wℓ ̸∈ H, where H is defined as in (2.8). Hence
W∧ℓ ̸⊂ H. This completes the proof of part (i).

To see part (ii), applying part (i) to V ∧ℓ gives

V ∧ℓ ⊂ span {vi1 ∧ · · · ∧ viℓ : 1 ≤ i1 < · · · < iℓ ≤ d and

im ≥ qm for all 1 ≤ m ≤ ℓ} .
(2.10)

Meanwhile since V ∧ℓ ̸⊂ H, it follows that there exists u ∈ V ∧ℓ such that a nonzero
scalar multiple of vp1 ∧ · · · ∧ vpℓ appears in the linear expansion of u relative to the
basis v(ℓ). Therefore, by (2.10), we have pm ≥ qm for all 1 ≤ m ≤ ℓ. □

2.4. Variational principle for subadditive pressure. Let (Σ, σ) be the full shift
over a finite alphabet {1, . . . ,m}. A sequence F = {log fn}∞n=1 of functions on Σ is
said to be a subadditive potential if

0 ≤ fn+m(x) ≤ fn(x)fm(σ
nx)

for all x ∈ Σ and n,m ∈ N. The topological pressure of a subadditive potential F is
defined as

P (σ,F) = lim
n→∞

1

n
log

(∑
I∈Σn

sup
y∈[I]

fn(y)

)
.

The limit exists by using a standard subadditivity argument.
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For a σ-invariant measure µ on Σ, let hµ(σ) denote the measure-theoretic entropy
of µ (cf. [56]). Let E(Σ, σ) denote the collection of ergodic σ-invariant measures
on Σ. Our proof of Theorem 1.1 depends on the following variational principle
for subadditive potentials. Although in [12] this was proved for potentials on an
arbitrary continuous dynamical system on a compact space, we state it only for
fullshifts.

Theorem 2.9 ([12, Theorem 1.1]). Let F = {log fn} be a subadditive potential on
Σ. Assume that fn is continuous on Σ for each n. Then

(2.11) P (σ,F) = sup

{
hµ(σ) + lim

n→∞

1

n

∫
log(fn(x))dµ(x) : µ ∈ E(Σ, σ)

}
.

Particular cases of the above, under stronger assumptions on the potentials, were
previously obtained by many authors, see for example [14, 8, 40, 46] and references
therein.

Measures that achieve the supremum in (2.11) are called ergodic equilibrium mea-
sures for the potential F . The existence of ergodic equilibrium measures follows
from the upper semi-continuity of the entropy map µ 7→ hµ(σ) for fullshifts (see,
e.g., [22, Propostion 3.5] and the remark therein).

2.5. Singular value functions. Recall that for A ∈ Matd(R), α1(A) ≥ · · · ≥
αd(A) stand for the singular values of A. It is well known that αi(A) = αi(A

∗)
for each i. For s ≥ 0, let φs denote the singular value function; see (1.3) for the
definition. Here we collect several lemmas about φs.

Lemma 2.10 ([13]).

(i) φs(AB) ≤ φs(A)φs(B) for all A,B ∈ Matd(R) and s ≥ 0.
(ii) φs(A)(αd(A))

t ≤ φs+t(A) ≤ φs(A)∥A∥t for all A ∈ Matd(R) and s, t ≥ 0.

Lemma 2.11. Let A ∈ Matd(R) and s ∈ [0, d]. Set k = ⌊s⌋. Then

φs(A) = ∥A∧k∥k+1−s∥A∧(k+1)∥s−k.

Moreover, φs(A) = φs(A∗).

Proof. It follows directly from the definition of φs(A) (see (1.3)) and Lemma 2.2(ii).
□

Lemma 2.12. Let A ∈ GLd(R), W ∈ G(d, k) and s ≥ 0. Then

(i) αk(APW ) ≥ αd(A) and αk+1(APW ) = 0.
(ii) If s > k, then φs(APW ) = 0.
(iii) If s ∈ [0, k], then (αd(A))

s ≤ φs(APW ) ≤ φs(A).

Proof. Clearly (ii) and (iii) follow from (i) and the definition of φs.
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To prove (i), we need the following analog of the Courant-Fisher theorem for
singular values: for every M ∈ Matd(R) and i ∈ {1, . . . , d},

(2.12) αi(M) = max
dim(V )=i

min
x∈V

∥x∥=1

∥Mx∥,

where in this expression, V is a subspace of Rd; see e.g. [31, Theorem 8.6.1] or [35,
Theorem 3.1.2].

Taking i = k, M = APW and V =W in (2.12) gives

αk(APW ) ≥ min
x∈W
∥x∥=1

∥APWx∥ = min
x∈W
∥x∥=1

∥Ax∥ ≥ min
x∈Rd
∥x∥=1

∥Ax∥ = αd(A).

Meanwhile if V is a subspace with dim(V ) = k+1, then dim(V )+dim(W⊥) > d,
and consequently, V ∩W⊥ ̸= {0}. Hence for each subspace V with dim(V ) = k+1,

min
x∈V

∥x∥=1

∥APWx∥ ≤ min
x∈V ∩W⊥

∥x∥=1

∥APWx∥ = 0.

Then taking i = k + 1 and M = APW in (2.12) gives αk+1(APW ) = 0. □

2.6. Lyapunov dimension. Let T = (T1, . . . , Tm) be a tuple of d × d invertible
real matrices with ∥Ti∥ < 1 for 1 ≤ i ≤ m, and let µ be an ergodic σ-invariant
measure on Σ = {1, . . . ,m}N.

Definition 2.13. For i ∈ {1, . . . , d}, the i-th Lyapunov exponent of µ with respect
to T is defined by

(2.13) Λi = lim
n→∞

1

n

∫
log(αi(Tx|n)) dµ(x),

where αi(A) stands for the i-th singular value of A.

The existence of the limit in defining Λi follows from [3, Theorem 3.3.3]. Following
[39], below we present the definition of Lyapunov dimension of µ with respect to T.

Definition 2.14. The Lyapunov dimension of µ with respect to T, written as
dimLY(µ,T), is the unique non-negative value s for which

hµ(σ) + Gs
∗(µ) = 0,

where Gs
∗(µ) := limn→∞(1/n)

∫
log(φs(Tx|n)) dµ(x), and φs is the singular value

function defined as in (1.3).

It follows from the definition of φs and Definition 2.13 that

(2.14) Gs
∗(µ) =

{
Λ1 + · · ·+ Λ⌊s⌋ + (s− ⌊s⌋)Λ⌊s⌋+1 if s < d,
s
d
(Λ1 + · · ·+ Λd) if s ≥ d.
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3. Oseledets’s multiplicative ergodic theorem and a key proposition

Throughout this section, let T = (T1, . . . , Tm) be a fixed tuple of d× d invertible
real matrices, and let µ be an ergodic σ-invariant measure on Σ. The main result of
this section is Proposition 3.3, which describes the asymptotic properties of

1

n
logφs(T ∗

x|nPW ) and
1

n
log sup

J∈Σ∗

φs(T ∗
x|nPT ∗

JW
)

for µ-a.e. x ∈ Σ, uniformly inW and s. It plays a key role in the proofs of Theorems
1.1 and 1.2.

In order to state and prove this result, we require the following theorem, in which
part (6) is due to the Shannon-McMillan-Breiman theorem (see e.g. [49, p. 261]),
while the other parts are due to Oseledets’s multiplicative ergodic theorem (see
e.g. [29, Theorem 4.1] and [3, Theorem 5.3.1]).

Theorem 3.1. There exists a measurable set Σ′ ⊂ Σ with σ(Σ′) ⊂ Σ′ and µ(Σ′) = 1,
such that there are an integer r ∈ {1, . . . , d}, real numbers λ1 > · · · > λr, and
positive integers d1, . . . , dr with

∑r
i=1 di = d so that for every x = (xn)

∞
n=1 ∈ Σ′,

there is a splitting Rd =
⊕r

i=1Ei(x) which satisfies the following properties.

(1) dimEi(x) = di;
(2) T ∗

x1
Ei(x) = Ei(σx);

(3) For all v ∈ Ei(x) \ {0},

lim
n→∞

log ∥T ∗
x|nv∥
n

= λi.

(4) lim
n→∞

1

n
log | det(T ∗

x|n)| =
r∑

i=1

diλi;

(5) The mappings x 7→ Ei(x) are measurable on Σ′.
(6) limn→∞

1
n
log µ([x|n]) = −hµ(σ).

Moreover, let

Λ1 ≥ Λ2 ≥ · · · ≥ Λd

be the list of the λi where λi appears di times. Choose a measurable ordered basis
v(x) = {v1(x), . . . , vd(x)} adapted to the splitting

⊕r
i=1Ei(x), x ∈ Σ′, i.e. such that

the first d1 vectors are in E1(x),. . . , the last dr vectors in Er(x). Then for each
ℓ ∈ {1, . . . , d− 1}, 1 ≤ i1 < · · · < iℓ ≤ d and x ∈ Σ′, the following properties hold.

(7) limn→∞
1
n
log
∥∥∥(T ∗

x|n)
∧ℓ(vi1(x) ∧ · · · ∧ viℓ(x))

∥∥∥ = Λi1 + · · ·+ Λiℓ .

(8) limn→∞
1
n
log sin(αn(x)) = 0, where αn(x) denotes the smallest angle gener-

ated by the basis{
(T ∗

x|n)
∧ℓ(vi1(x) ∧ · · · ∧ viℓ(x)) : 1 ≤ i1 < · · · < iℓ ≤ d

}
of (Rd)∧ℓ; see Definition 2.3.
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Remark 3.2. (i) The numbers Λ1, . . . ,Λd are called the Lyapunov exponents
(counting multiplicity) of the matrix cocycle x 7→ T ∗

x1
with respect to µ. They

can be alternatively defined by (2.13); see e.g. [3, Theorem 3.3.3] for a proof.
(ii) Set Vi(x) =

⊕r
j=i+1Ej(x) for x ∈ Σ′ and i = 0, 1, . . . , r. Then

Rd = V0(x) ⫌ V1(x) ⫌ · · · ⫌ Vr(x) = {0},

which is called the associated Oseledets filtration with the matrix cocycle x 7→
T ∗
x1

and µ. Moreover,

lim
n→∞

1

n
log ∥T ∗

x|nv∥ = λi+1

for all i ∈ {0, 1, . . . , r − 1} and v ∈ Vi(x)\Vi+1(x). By Theorem 3.1(2),
T ∗
x1
Vi(x) = Vi(σx) for every x ∈ Σ′.

(iii) The Lyapunov exponents Λ̃i, for 1 ≤ i ≤
(
d
ℓ

)
, of the cocycle x 7→ (T ∗

x1
)∧ℓ with

respect to µ, are simply the rearrangement (in decreasing order) of Λi1+ · · ·+
Λiℓ, where 1 ≤ i1 < · · · < iℓ ≤ d. See e.g. [3, Theorem 5.3.1].

It appears that part (8) of Theorem 3.1 is not explicitly stated in Oseledets’s
multiplicative ergodic theorem; therefore we provide a proof below.

Proof of Theorem 3.1(8). Let x ∈ Σ′ and ℓ ∈ {1, . . . , d− 1}. Set

Iℓ :=
{
(i1, . . . , iℓ) ∈ Nℓ : 1 ≤ i1 < · · · < iℓ ≤ d

}
.

For (i1, . . . , iℓ) ∈ Iℓ, write

v
(0)
i1,...,iℓ

:= vi1(x) ∧ . . . ∧ viℓ(x) and

v
(n)
i1,...,iℓ

:= (T ∗
x|n)

∧ℓ(vi1(x) ∧ · · · ∧ viℓ(x)) for n ≥ 1.

Clearly, for each n ≥ 0,
{
v
(n)
i1,...,iℓ

}
(i1,...,iℓ)∈Iℓ

is a basis of (Rd)∧ℓ. By Lemma 2.4(iv),

(3.1) sin(αn(x)) ≥
(
d

ℓ

)−1

·

∥∥∥∧(i1,...,iℓ)∈Iℓ v
(n)
i1,...,iℓ

∥∥∥∏
(i1,...,iℓ)∈Iℓ

∥∥∥v(n)i1,...,iℓ

∥∥∥ for n ≥ 0.

Observe that∥∥∥∥∥∥
∧

(i1,...,iℓ)∈Iℓ

v
(n)
i1,...,iℓ

∥∥∥∥∥∥ =

∥∥∥∥∥∥
∧

(i1,...,iℓ)∈Iℓ

(T ∗
x|n)

∧ℓv
(0)
i1,...,iℓ

∥∥∥∥∥∥
=
∣∣det ((T ∗

x|n)
∧ℓ)∣∣ ∥∥∥∥∥∥

∧
(i1,...,iℓ)∈Iℓ

v
(0)
i1,...,iℓ

∥∥∥∥∥∥ (by Lemma 2.2(v))

=
∣∣det (T ∗

x|n
)∣∣(d−1

ℓ−1) c(x) (by Lemma 2.2(iv)),
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where c(x) :=
∥∥∥∧(i1,...,iℓ)∈Iℓ v

(0)
i1,...,iℓ

∥∥∥ is positive and independent of n. It follows from

(4) that

lim
n→∞

1

n
log

∥∥∥∥∥∥
∧

(i1,...,iℓ)∈Iℓ

v
(n)
i1,...,iℓ

∥∥∥∥∥∥ =

(
d− 1

ℓ− 1

)
lim
n→∞

1

n
log
∣∣det (T ∗

x|n
)∣∣

=

(
d− 1

ℓ− 1

) r∑
i=1

diλi

=

(
d− 1

ℓ− 1

) d∑
i=1

Λi.

(3.2)

Meanwhile, by (7),

lim
n→∞

1

n
log

∏
(i1,...,iℓ)∈Iℓ

∥∥∥v(n)i1,...,iℓ

∥∥∥ =
∑

(i1,...,iℓ)∈Iℓ

lim
n→∞

1

n
log
∥∥∥v(n)i1,...,iℓ

∥∥∥
=

∑
(i1,...,iℓ)∈Iℓ

(Λi1 + · · ·+ Λiℓ)

=

(
d− 1

ℓ− 1

) d∑
i=1

Λi,

(3.3)

where in the last equality we use the simple fact that for each j ∈ {1, . . . , d},

# {(i1, . . . , iℓ) ∈ Iℓ : j ∈ {i1, . . . , iℓ}} =

(
d− 1

ℓ− 1

)
.

Combining (3.1), (3.2) and (3.3) yields that

lim inf
n→∞

1

n
log sin(αn(x)) ≥ 0.

Since αn(x) ∈ (0, π/2], this implies (8). □

In the remaining part of this subsection, let Σ′, r, Λ1, . . . ,Λd,
⊕r

i=1Ei(x) (x ∈ Σ′)
be given as in Theorem 3.1, and also let v(x) = {v1(x), . . . , vd(x)} be a measurable
ordered basis adapted to the splitting

⊕r
i=1Ei(x), x ∈ Σ′.

Recall the definition of the pivot position vector for a linear subspace with respect
to an ordered basis; see Definition 2.6. Now we are ready to state the main result
of this section.

Proposition 3.3. Let k ∈ {1, . . . , d − 1}, W ∈ G(d, k) and s ∈ [0, k]. For x ∈ Σ′,
let (p1(W,x), . . . , pk(W,x)) denote the pivot position vector of W with respect to the
ordered basis v(x) = {vi(x)}di=1. Then for every x ∈ Σ′,

(3.4) lim
n→∞

1

n
logφs(T ∗

x|nPW ) =

⌊s⌋∑
j=1

Λpj(W,x) + (s− ⌊s⌋)Λp⌊s⌋+1(W,x),
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and

(3.5) lim
n→∞

1

n
log sup

J∈Σ∗

φs(T ∗
x|nPT ∗

JW
) = sup

J∈Σ∗

⌊s⌋∑
j=1

Λpj(T ∗
JW,x) + (s− ⌊s⌋)Λp⌊s⌋+1(T

∗
JW,x).

Proof. Fix x ∈ Σ′. To simplify our notation, we write v = {vi}di=1 for the ordered
basis {v1(x), . . . , vd(x)} of Rd. For W ∈ G(d, k), let (p1(W ), . . . , pk(W )) denote the
pivot position vector of W with respect to the ordered basis v.

Let ϵ > 0. We will show that for each ℓ ∈ {1, . . . , k}, there exist Nℓ ∈ N and
Cℓ > 0 such that for all n ≥ Nℓ,

(3.6)
∥∥(T ∗

x|nPW )∧ℓ
∥∥ ≤ Cℓ exp

(
n
(
ϵ+

ℓ∑
j=1

Λpj(W )

))
for all W ∈ G(d, k),

and

(3.7)
∥∥(T ∗

x|nPW )∧ℓ
∥∥ ≥ Dℓ,W exp

(
n
(
− 2ϵ+

ℓ∑
j=1

Λpj(W )

))
for all W ∈ G(d, k),

where Dℓ,W > 0 depends on ℓ and W , and is independent of n. To prove the

above inequalities, fix ℓ ∈ {1, . . . , k}. For n ∈ N, let α(ℓ)
n denote the smallest angle

generated by the basis{
(T ∗

x|n)
∧ℓ(vi1 ∧ · · · ∧ viℓ) : 1 ≤ i1 < · · · < iℓ ≤ d

}
of (Rd)∧ℓ; see Definition 2.3. Set

Iℓ :=
{
(i1, . . . , iℓ) ∈ Nℓ : 1 ≤ i1 < · · · < iℓ ≤ d

}
.

For n ≥ 0 and (i1, . . . , iℓ) ∈ Iℓ, write

v
(n)
i1,...,iℓ

:= (T ∗
x|n)

∧ℓ(vi1 ∧ · · · ∧ viℓ).

By Theorem 3.1, there exists Nℓ ∈ N such that for all n ≥ Nℓ and (i1, . . . , iℓ) ∈ Iℓ,

(3.8)

∣∣∣∣∣ 1n log ∥v(n)i1,...,iℓ
∥ −

ℓ∑
j=1

Λij

∣∣∣∣∣ < ϵ and sin
(
α(ℓ)
n

)
> e−nϵ.

For W ∈ G(d, k), write

Iℓ,W := {(i1, . . . , iℓ) ∈ Iℓ : ij ≥ pj(W ) for 1 ≤ j ≤ ℓ} .

By Lemma 2.8(i),

(3.9) W∧ℓ ⊂ span ({vi1 ∧ · · · ∧ viℓ : (i1, . . . , iℓ) ∈ Iℓ,W})

for each W ∈ G(d, k). In what follows we estimate the growth rate of ∥(T ∗
x|nPW )∧ℓ∥.

It is readily checked that

(3.10) (T ∗
x|nPW )∧ℓ = (T ∗

x|n)
∧ℓ(PW )∧ℓ = (T ∗

x|n)
∧ℓPW∧ℓ .
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Now let W ∈ G(d, k) and let u be a unit vector in W∧ℓ. By (3.9), u can be
expanded as

u =
∑

(i1,...,iℓ)∈Iℓ,W

ai1,...,iℓ vi1 ∧ · · · ∧ viℓ

with ai1,...,iℓ ∈ R. By Lemma 2.4(ii),

(3.11) |ai1,...,iℓ| ≤
1

∥vi1 ∧ · · · ∧ viℓ∥ sin
(
α
(ℓ)
0

)
for each (i1, . . . , iℓ) ∈ Iℓ,W . It follows that for all n ≥ Nℓ,

∥(T ∗
x|n)

∧ℓu∥ =
∥∥∥ ∑

(i1,...,iℓ)∈Iℓ,W

ai1,...,iℓ v
(n)
i1,...,iℓ

∥∥∥
≤

∑
(i1,...,iℓ)∈Iℓ,W

|ai1,...,iℓ |
∥∥∥v(n)i1,...,iℓ

∥∥∥
≤

∑
(i1,...,iℓ)∈Iℓ,W

exp
(
n
(
ϵ+

∑ℓ
j=1 Λij

))
∥vi1 ∧ · · · ∧ viℓ∥ sin

(
α
(ℓ)
0

) (by (3.8) and (3.11))

≤ Cℓ exp

(
n

(
ϵ+

ℓ∑
j=1

Λpj(W )

))
,

where

Cℓ :=

(
d

ℓ

)
max

(i1,...,iℓ)∈Iℓ

1

∥vi1 ∧ · · · ∧ viℓ∥ sin
(
α
(ℓ)
0

) .
Since u is an arbitrarily taken unit vector in W∧ℓ, this proves (3.6).

To obtain a lower bound of ∥(T ∗
x|nPW )∧ℓ∥, let M = (Mi,j) be the unique k × d

row-reduced echelon matrix M = (Mij) with rank k such that

W = span

{
d∑

j=1

Mijvj : i = 1, . . . , k

}
;

see Section 2.3 for the details. Set

wi =
d∑

j=1

Mijvj for i = 1, . . . , ℓ.

Notice that w1, . . . , wℓ ∈ W and they are linearly independent. Hence, w1 ∧ . . .∧wℓ

is a nonzero element of W∧ℓ. Since the pivot position vector of M is equal to
(p1(W ), . . . , pk(W )), the vector w1 ∧ . . . ∧ wℓ can be expanded as

w1 ∧ · · · ∧ wℓ =
∑

(i1,...,iℓ)∈Iℓ,W

bi1,...,iℓ vi1 ∧ · · · ∧ viℓ

21



with bp1(W ),...,pℓ(W ) = 1. It follows that for n ∈ N,

(T ∗
x|nPW )∧ℓ(w1 ∧ · · · ∧ wℓ) = (T ∗

x|n)
∧ℓPW∧ℓ(w1 ∧ · · · ∧ wℓ) (by (3.10))

= (T ∗
x|n)

∧ℓ(w1 ∧ · · · ∧ wℓ)

=
∑

(i1,...,iℓ)∈Iℓ,W

bi1,...,iℓ v
(n)
i1,...,iℓ

.

By Lemma 2.4(i), for n ≥ Nℓ,∥∥(T ∗
x|nPW )∧ℓ(w1 ∧ · · · ∧ wℓ)

∥∥ ≥
∣∣bp1(W ),...,pℓ(W )

∣∣ ∥∥∥v(n)p1(W ),...,pℓ(W )

∥∥∥ sin (α(ℓ)
n

)
=
∥∥∥v(n)p1(W ),...,pℓ(W )

∥∥∥ sin (α(ℓ)
n

)
≥ exp

(
n
(
− 2ϵ+

ℓ∑
j=1

Λpj(W )

))
(by (3.8)).

Hence

∥∥(T ∗
x|nPW )∧ℓ

∥∥ ≥

∥∥∥(T ∗
x|nPW )∧ℓ(w1 ∧ · · · ∧ wℓ)

∥∥∥
∥w1 ∧ · · · ∧ wℓ∥

≥
exp

(
n
(
− 2ϵ+

∑ℓ
j=1 Λpj(W )

))
∥w1 ∧ · · · ∧ wℓ∥

.

This proves (3.7) by taking

Dℓ,W :=
1

∥w1 ∧ · · · ∧ wℓ∥
.

Next let s ∈ [0, k]. Take

N := max
1≤ℓ≤k

Nℓ, C := max
1≤ℓ≤k

Cℓ

and

DW := min
1≤ℓ≤k

Dℓ,W for W ∈ G(d, k).

By Lemma 2.11, (3.6) and (3.7), we see that for all n ≥ N and W ∈ G(d, k),

(3.12) φs(T ∗
x|nPW ) ≤ C exp

n
ϵ+ ( ⌊s⌋∑

j=1

Λpj(W )

)
+ (s− ⌊s⌋)Λp⌊s⌋+1(W )

 ,

and

(3.13) φs(T ∗
x|nPW ) ≥ DW exp

n
−2ϵ+

( ⌊s⌋∑
j=1

Λpj(W )

)
+ (s− ⌊s⌋)Λp⌊s⌋+1(W )

 .
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Clearly (3.4) follows from (3.12) and (3.13) since ϵ is arbitrarily taken. To see
(3.5), let W ∈ G(d, k) and write

Γ := sup
J∈Σ∗

⌊s⌋∑
j=1

Λpj(T ∗
JW ) + (s− ⌊s⌋)Λp⌊s⌋+1(T

∗
JW ).

Since pj(·), 1 ≤ j ≤ k, take values in {1, . . . , d}, the above supremum in defining Γ
is attained at some J0 ∈ Σ∗. By (3.12) and (3.13) we see that for n ≥ N ,

DT ∗
J0

W exp(n(−2ϵ+ Γ)) ≤ sup
J∈Σ∗

φs(T ∗
x|nPT ∗

JW
) ≤ C exp(n(ϵ+ Γ)).

Since ϵ is arbitrarily taken, this proves (3.5). □

In the remaining part of this section, we give two direct applications of Proposition
3.3.

Corollary 3.4. Under the conditions of Proposition 3.3, there exist a measurable
A ⊂ Σ′ with µ(A) > 0, and J ∈ Σ∗ such that for each x ∈ A,

lim
n→∞

1

n
logφs(T ∗

x|nPT ∗
JW

) = lim
n→∞

1

n
logψs

W (x|n) = Θ,

where ψs
W (x|n) := supJ∈Σ∗ φ

s(T ∗
x|nPT ∗

JW
) and

Θ = lim
n→∞

1

n

∫
logψs

W (x|n) dµ(x).

Proof. Since ψs
W is submultiplicative by Lemma 4.1, it follows from the Kingman’s

subadditive ergodic theorem that there exists a measurable set Σ′′ ⊂ Σ′ with µ(Σ′′) =
µ(Σ′) = 1 such that

(3.14) lim
n→∞

1

n
logψs

W (x|n) = Θ for all x ∈ Σ′′.

Meanwhile by Remark 2.7, pj(T
∗
JW,x) is measurable in x and takes value in {1, . . . , d}

for each 1 ≤ j ≤ k and J ∈ Σ∗. By (3.5), there exists a measurable J ′ : Σ′′ → Σ∗
such that for each x ∈ Σ′′, the supermum in the righthand side of (3.5) is at-
tained at J = J ′(x). Since Σ∗ is countable, there exists J0 ∈ Σ∗ such that
A := {x ∈ Σ′′ : J ′(x) = J0} has positive µ measure. Now for each x ∈ A,

Θ = lim
n→∞

1

n
logψs

W (x|n) (by (3.14))

=

⌊s⌋∑
j=1

Λpj(T ∗
J0

W,x) + (s− ⌊s⌋)Λp⌊s⌋+1(T
∗
J0

W,x) (by (3.5))

= lim
n→∞

1

n
logφs(T ∗

x|nPT ∗
J0

W ) (by (3.4)).

This completes the proof. □

Recall the definitions of Sn(µ,T,W, x) and S(µ,T,W, x); see (1.8), (1.9) and
(1.10).
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Lemma 3.5. Let k ∈ {1, . . . , d − 1}, W ∈ G(d, k) and x ∈ Σ′. Let (p1, . . . , pk)
denote the pivot position vector of W with respect to the ordered basis v(x). Set

(3.15) Γ(s) =

⌊s⌋∑
j=1

Λpj + (s− ⌊s⌋)Λp⌊s⌋+1
for s ∈ [0, k].

Then the limit limn→∞ Sn(µ,T,W, x) in defining S(µ,T,W, x) exists. Moreover,

(3.16) S(µ,T,W, x) =

{
k if hµ(σ) + Γ(k) ≥ 0,
s ∈ [0, k) with hµ(σ) + Γ(s) = 0 otherwise.

Proof. Let S be the largest s ∈ [0, k] such that hµ(σ) + Γ(s) ≥ 0. Since Γ is strictly
decreasing and bi-Lipschitz on [0, k], it follows that either S = k and hµ(σ)+Γ(S) ≥
0, or S ∈ [0, k) and hµ(σ) + Γ(S) = 0. That is, S is given by the righthand side of
(3.16).

Next we prove that

(3.17) lim
n→∞

Sn(µ,T,W, x) = S.

To this end, let ϵ > 0. We need to show that

(3.18) S − ϵ ≤ Sn(µ,T,W, x) ≤ S + ϵ

for large enough n.

To prove the first inequality in (3.18), we may assume that S − ϵ ≥ 0. As Γ is
strictly decreasing, by the definition of S, hµ(σ) + Γ(S − ϵ) > 0. Notice that by
Theorem 3.1(6) and Proposition 3.3,

(3.19) lim
n→∞

1

n
log µ([x|n]) = −hµ(σ), lim

n→∞

1

n
logφs(PWTx|n) = Γ(s) for s ∈ [0, k].

Combining them with the inequality hµ(σ) + Γ(S − ϵ) > 0 yields that

φS−ϵ(PWTx|n) > µ([x|n]) for large enough n,

which implies the first inequality in (3.18) for large enough n.

To prove the second inequality in (3.18), we may assume S + ϵ < k; otherwise
there is nothing to prove. Since S < k, by definition it follows that hµ(σ)+Γ(S) = 0,
and thus hµ(σ) + Γ(S + ϵ) < 0. Combining this with (3.19) yields that

φS+ϵ(PWTx|n) < µ([x|n]) for large enough n,

which implies the second inequality in (3.18) for large enough n. This completes the
proof of (3.18). □

4. A special family of sub-additive pressures

Throughout this section, let T = (T1, . . . , Tm) be a fixed tuple of d× d invertible
real matrices with ∥Ti∥ < 1 for 1 ≤ i ≤ m. For each W ∈ G(d, k), we are going
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to introduce a parametrized family of subadditive potentials and prove that their
topological pressures coincide with the following limit

lim
n→∞

1

n
log

∑
I∈Σn

φs(T ∗
I PW );

see Proposition 4.4. This result plays an important role in the proof of Theorem
1.1.

Recall that for a linear subspace V of Rd, PV stands for the orthogonal projection
from Rd onto V . For s ≥ 0 and W ∈ G(d, k), we define ψs

W : Σ∗ → [0,∞) by

(4.1) ψs
W (I) = sup

K∈Σ∗

φs(T ∗
I PT ∗

KW ).

The introduction of ψs
W and the proof of the following lemma were inspired by [10,

Theorem 4].

Lemma 4.1. For any s ≥ 0 and W ∈ G(d, k), ψs
W is submultiplicative in the sense

that ψs
W (IJ) ≤ ψs

W (I)ψs
W (J) for all I, J ∈ Σ∗.

Proof. Let I, J,K ∈ Σ∗. Notice that T ∗
I PT ∗

KW (Rd) = T ∗
I T

∗
KW = T ∗

KIW. It follows
that

T ∗
I PT ∗

KW = PT ∗
KIW

T ∗
I PT ∗

KW .

Hence

T ∗
IJPT ∗

KW = T ∗
JT

∗
I PT ∗

KW = T ∗
JPT ∗

KIW
T ∗
I PT ∗

KW =
(
T ∗
JPT ∗

KIW

) (
T ∗
I PT ∗

KW

)
.

Since φs is submultiplicative, it follows that

φs
(
T ∗
IJPT ∗

KW

)
≤ φs

(
T ∗
JPT ∗

KIW

)
φs
(
T ∗
I PT ∗

KW

)
≤ ψs

W (J)ψs
W (I).

Taking supremum over K ∈ Σ∗ gives ψs
W (IJ) ≤ ψs

W (I)ψs
W (J). □

Next we collect some elementary properties of ψs
W .

Lemma 4.2. Let s ≥ 0 and W ∈ G(d, k). Then the following statements hold.

(i) If s > k, then ψs
W (I) = 0 for any I ∈ Σ∗.

(ii) If s ∈ [0, k], then

(α−)
sn ≤ ψs

W (I) ≤ (α+)
sn

for each n ∈ N and I ∈ Σn, where α− and α+ are defined by

(4.2) α− = min
1≤i≤m

αd(Ti), α+ = max
1≤i≤m

∥Ti∥.

(iii) For 0 ≤ s < t ≤ k and I ∈ Σ∗,

ψs
W (I)(α−)

(t−s)|I| ≤ ψt
W (I) ≤ ψs

W (I)(α+)
(t−s)|I|.
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Proof. Parts (i) and (ii) follow directly from the definition of ψs
W and Lemma 2.12(ii)-

(iii). The second inequality in Part (iii) follows directly from Lemma 2.10(ii). For
the first one, since s < t ≤ k, we have

ψt
W (I) = sup

K∈Σ∗

φt(T ∗
I PT ∗

KW )

≥ sup
K∈Σ∗

φs(T ∗
I PT ∗

KW )αk(T
∗
I PT ∗

KW )t−s

≥ sup
K∈Σ∗

φs(T ∗
I PT ∗

KW )(α−)
(t−s)|I| (by Lemma 2.12(i))

= ψs
W (I)(α−)

(t−s)|I|,

This completes the proof. □

Now for s ≥ 0 and W ∈ G(d, k), define

(4.3) P (T,W, s) = lim
n→∞

1

n
log

∑
I∈Σn

ψs
W (I).

Due to Lemma 4.1, P (T,W, s) is the topological pressure of the subadditive potential
{logψs

W (·|n)}∞n=1; see Section 2.4 for the definition of the topological pressure of a
subadditive potential. The following result is a direct consequence of Lemma 4.2.

Lemma 4.3. (i) P (T,W, s) ∈ R for all 0 ≤ s ≤ k, and P (T,W, s) = −∞ if
s > k.

(ii) For all 0 ≤ t1 < t2 ≤ k,

(t2 − t1) log(1/α+) ≤ P (T,W, t1)− P (T,W, t2) ≤ (t2 − t1) log (1/α−) ,

where α−, α+ are defined as in (4.2) and are less than 1.

The main result of this section is the following, which will be derived from Corol-
lary 3.4 and the subadditive variational principle.

Proposition 4.4. For s ≥ 0 and W ∈ G(d, k),

(4.4) P (T,W, s) = lim
n→∞

1

n
log

∑
I∈Σn

φs(T ∗
I PW ).

To prove this result, we need the following simple facts in linear algebra.

Lemma 4.5. (i) Let A,B ∈ Matd(R) with A(Rd) = B(Rd). Then A = BD for
some D ∈ GLd(R).

(ii) Let L ∈ Matd(R) with rank k. Set W = L∗(Rd). Then there exists M ∈
GLd(R) such that L =MPW .

Proof. Part (i) is standard; see e.g. [34, p. 56]. To see (ii), let W = L∗(Rd). By
(i), there exists D ∈ GLd(R) such that L∗ = PWD. Taking transpose gives L =
D∗PW . □
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Proof of Proposition 4.4. Let s ≥ 0 and W ∈ G(d, k). By (4.1), ψs
W (I) ≥ φs(T ∗

I PW )
for every I ∈ Σ∗. It follows that

P (T,W, s) ≥ lim sup
n→∞

1

n
log

∑
I∈Σn

φs(T ∗
I PW ).

Below, we prove that

(4.5) P (T,W, s) ≤ lim inf
n→∞

1

n
log

∑
I∈Σn

φs(T ∗
I PW ).

Let µ be an ergodic equilibrium measure for the potential {logψs
W (·|n)}∞n=1. Then

P (T,W, s) = hµ(σ) + Θ,

where Θ := limn→∞(1/n)
∫
logψs

W (x|n) dµ(x). By the Shannon-McMillan-Breiman
theorem (see e.g. [49, p. 261]),

(4.6) lim
n→∞

1

n
log µ([x|n]) = −hµ(σ) for µ-a.e. x ∈ Σ.

Meanwhile by Corollary 3.4, there exist a measurable set A ⊂ Σ′ with µ(A) > 0 and
a word J ∈ Σ∗ such that

(4.7) lim
n→∞

1

n
logφs(T ∗

x|nPT ∗
JW

) = lim
n→∞

1

n
logψs

W (x|n) = Θ for x ∈ A.

Let ϵ > 0. By (4.6) and (4.7), there exist N ∈ N and A1 ⊂ A with µ(A1) > 0
such that for all x ∈ A1 and n ≥ N ,

(4.8) φs(T ∗
x|nPT ∗

JW
) ≥ en(Θ−ϵ), µ([x|n]) ≤ e−n(hµ(σ)−ϵ).

Write for n ∈ N,
An := {I ∈ Σn : [I] ∩ A1 ̸= ∅}.

By (4.8), for each n ≥ N and I ∈ An,

φs(T ∗
I PT ∗

JW
) ≥ en(Θ−ϵ) and µ([I]) ≤ e−n(hµ(σ)−ϵ).

It follows that for n ≥ N ,

µ(A1) ≤
∑
I∈An

µ([I]) ≤ #(An) · e−n(hµ(σ)−ϵ),

which implies that #(An) ≥ µ(A1)e
n(hµ(σ)−ϵ). Hence for n ≥ N ,

(4.9)
∑
I∈Σn

φs(T ∗
I PT ∗

JW
) ≥

∑
I∈An

φs(T ∗
I PT ∗

JW
) ≥ #(An)e

n(Θ−ϵ) ≥ µ(A1)e
n(hµ(σ)+Θ−2ϵ).

Finally, notice that PT ∗
JW

(Rd) = T ∗
JPW (Rd). By Lemma 4.5(i), there exists M ∈

GLd(R) such that PT ∗
JW

= T ∗
JPWM. It follows that∑

I∈Σn

φs(T ∗
I PT ∗

JW
) =

∑
I∈Σn

φs(T ∗
I T

∗
JPWM) ≤ φs(M)

∑
I∈Σn

φs(T ∗
I T

∗
JPW ),
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where the last inequality follows from the submultiplicativity of φs. Combining this
with (4.9) gives ∑

I∈Σn+|J|

φs(T ∗
I PW ) ≥

∑
I∈Σn

φs(T ∗
I T

∗
JPW )

≥ (φs(M))−1
∑
I∈Σn

φs(T ∗
I PT ∗

JW
)

≥ (φs(M))−1µ(A1)e
n(hµ(σ)+Θ−2ϵ).

It implies that

lim inf
n→∞

1

n
log

∑
I∈Σn

φs(T ∗
I PW ) ≥ hµ(σ) + Θ− 2ϵ = P (T,W, s)− 2ϵ.

Letting ϵ→ 0 yields (4.5). □

Recall that dimAFF(T) and dimAFF(T,W ) are defined as in (1.4) and (1.5), re-
spectively. Below we will illustrate the relations between dimAFF(T,W ), dimAFF(T)
and P (T,W, s).

Lemma 4.6. Let W ∈ G(d, k). Then the following statements hold.

(i) dimAFF(T,W ) ≤ min{k, dimAFF(T)}.
(ii) dimAFF(T,W ) = sup{s ∈ [0, k] : P (T,W, s) ≥ 0}.
(iii) Setting t = dimAFF(T,W ), we have

(4.10)

{
P (T,W, t) ≥ 0 if t = k,
P (T,W, t) = 0 if t < k.

Proof. To prove (i), let s > min{k, dimAFF(T)}. Then either s > k, or s >
dimAFF(T). In the case when s > k, by Lemma 2.12(ii), ϕs(PWTI) = 0 for each
I ∈ Σ∗, and consequently,

∞∑
n=1

∑
I∈Σn

φs(PWTI) = 0.

In the other case when s > dimAFF(T),
∞∑
n=1

∑
I∈Σn

φs(PWTI) ≤
∞∑
n=1

∑
I∈Σn

φs(TI) <∞.

From the definition of dimAFF(T,W ) (see (1.5)), we conclude that in both cases
dimAFF(T,W ) ≤ s. This proves (i).

To see (ii), by Proposition 4.4 and Lemma 4.3(i), for all 0 ≤ s ≤ k,

lim
n→∞

1

n
log

∑
I∈Σn

φs(T ∗
I PW ) = P (T,W, s) ∈ R.

Combining this with the definition of dimAFF(T,W ) (see (1.5)) yields (ii).
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Since P (T,W, s) is monotone decreasing and continuous in s on [0, k] as stated
in Lemma 4.3(ii), we can conclude (4.10) from (ii). □

5. Proof of Theorem 1.2

Throughout this section, let T = (T1, . . . , Tm) be a tuple of d × d invertible
real matrices with ∥Ti∥ < 1 for 1 ≤ i ≤ m. For a = (a1, . . . , am) ∈ Rmd, let
πa : Σ → Rd be the coding map associated with the IFS {fa

i (x) = Tix+ ai}mi=1 (see
(1.1)). For short we write fa

I := fa
i1
◦ · · · ◦ fa

in and TI := Ti1 · · ·Tin for I = i1 · · · in ∈
Σn := {1, . . . ,m}n. Let µ be a fixed ergodic σ-invariant measure on Σ, and let Σ′,
Λ1, . . . ,Λd, v(x) = {vi(x)}di=1 (x ∈ Σ′) be given as in Theorem 3.1.

Proof of Theorem 1.2(i). By Lemma 3.5, the limit limn→∞ Sn(µ,T,W, x) in defining
S(µ,T,W, x) exists for every W ∈ G(d, k) and x ∈ Σ′.

Let ℓ′ be the smallest integer not less than min{k, dimLY(µ,T)}. We need to
prove that

(5.1) #{S(µ,T,W, x) : W ∈ G(d, k), x ∈ Σ′} ≤
(
d+ ℓ′ − k

ℓ′

)
.

By Lemma 3.5, for x ∈ Σ′ and W ∈ G(d, k), S(µ,T,W, x) only depends on the
(integral) pivot position vector (pi = pi(W,x))

k
i=1 of W with respect to v(x). Since

(5.2) 1 ≤ p1 < p2 < · · · < pk ≤ d,

this vector can take at most
(
d
k

)
different values when (W,x) runs over G(d, k)×Σ′,

so we get the upper bound

(5.3) #{S(µ,T,W, x) : W ∈ G(d, k), x ∈ Σ′} ≤
(
d

k

)
.

This proves (5.1) in the case when ℓ′ = k.

Next we assume that ℓ′ < k. In this case, dimLY(µ,T) < k. Write s0 :=
dimLY(µ,T). By Definition 2.14 and (2.14),

(5.4) hµ(σ) +

⌊s0⌋∑
i=1

Λi + (s0 − ⌊s0⌋)Λ⌊s0⌋+1 = 0.

For x ∈ Σ′ and W ∈ G(d, k), we obtain from (5.2) that

pi := pi(W,x) ≥ i, i = 1, . . . , k.
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It follows that

hµ(σ) +

⌊s0⌋∑
i=1

Λpi + (s0 − ⌊s0⌋)Λp⌊s0⌋+1

≤ hµ(σ) +

⌊s0⌋∑
i=1

Λi + (s0 − ⌊s0⌋)Λ⌊s0⌋+1

= 0 (by (5.4)).

That is, hµ(σ) + Γ(s0) ≤ 0, where Γ is defined as in (3.15). Since s0 < k, by
Lemma 3.5, S(µ,T,W, x) = s ≤ s0, where s is the unique number in [0, k] such that
hµ(σ)+Γ(s) = 0. Since s ≤ s0 and ℓ

′ = ⌈s0⌉, s is uniquely determined by p1, . . . , pℓ′ .
Since pℓ′ < pℓ′+1 < · · · < pk ≤ d, it follows that

pℓ′ ≤ d− (k − ℓ′) = d+ ℓ′ − k.

Hence the vector (pi)
ℓ′
i=1 can take at most

(
d+ℓ′−k

ℓ′

)
different values when (W,x) runs

over G(d, k)× Σ′, so we get the upper bound

#{S(µ,T,W, x) : W ∈ G(d, k), x ∈ Σ′} ≤
(
d+ ℓ′ − k

ℓ′

)
.

This completes the proof of (5.1). □

Recall that for z ∈ Rd and r > 0, B(z, r) stands for the closed ball of radius r
centred at z. To prove part (ii) of Theorem 1.2, we need the following result.

Lemma 5.1. Let a ∈ Rmd and W ∈ G(d, k). Define g : Σ → Rd by g = PWπ
a,

and let η = g∗µ be the push-forward of µ by g. Then there is a positive constant
c > 0 which depends on a and T such that the following property holds. For every
ϵ ∈ (0, 1) and ℓ ∈ {0, 1, . . . , k − 1}, we have for µ-a.e. x ∈ Σ,

(5.5) η
(
B
(
g(x), cαℓ+1(PWTx|n)

))
≥ (1− ϵ)n

µ([x|n])
Nℓ(x|n)

for large enough n,

where

(5.6) Nℓ(x|n) := α1(PWTx|n) · · ·αℓ(PWTx|n)α
−ℓ
ℓ+1(PWTx|n).

Proof. The statement of the lemma and its proof are slightly modified from an
unpublished note [38] of Jordan; see [25, Lemma 2.2] for Jordan’s arguments. For
the reader’s convenience, below we include a detailed proof of the lemma.

Let a = (a1, . . . , am) ∈ Rmd and W ∈ G(d, k). Take a large R > 0 such that

fa
i (B(0, R)) ⊂ B(0, R) for i = 1, . . . ,m,

where fa
i (x) := Tix+ai. Clearly, the attractor π

a(Σ) of the IFS {fa
i }mi=1 is contained

in B(0, R), which implies that PWπ
a(Σ) ⊂ B(0, R). Take c = 4R

√
d. Below, we

show that the statement of the lemma holds for this choice of c.
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Let ϵ ∈ (0, 1) and ℓ ∈ {0, . . . , k − 1}. For n ∈ N, let Λn denote the set of points
x ∈ Σ such that

η
(
B
(
g(x), cαℓ+1(PWTx|n)

))
< (1− ϵ)n

µ([x|n])
Nℓ(x|n)

.

To prove that (5.5) holds for µ-a.e. x ∈ Σ, by the Borel-Cantelli lemma it suffices
to show that

(5.7)
∞∑
n=1

µ(Λn) <∞.

To prove (5.7), let n ∈ N and I ∈ Σn. Notice that PWf
a
I (B(0, R)) is an ellipsoid

of semi-axes
Rα1(PWTI) ≥ · · · ≥ Rαd(PWTI),

so it can be covered by

2ℓ
ℓ∏

i=1

αi(PWTI)

αℓ+1(PWTI)

balls of radius 2R
√
dαℓ+1(PWTI). Since g([I]) = PWπ

a([I]) is contained in PWf
a
I (B(0, R)),

it follows that there exists a nonnegative integer L satisfying

(5.8) L ≤ 2ℓ
ℓ∏

i=1

αi(PWTI)

αℓ+1(PWTI)
= 2ℓNℓ(I)

such that g(Λn∩ [I]) can be covered by L balls of radius 2R
√
dαℓ+1(PWTI), denoted

as B1, . . . , BL. We may assume that g(Λn ∩ [I])∩Bi ̸= ∅ for each 1 ≤ i ≤ L. Hence
for each i, we may pick x(i) ∈ Λn ∩ [I] such that g(x(i)) ∈ Bi. Clearly

(5.9) Bi ⊂ B
(
g(x(i)), 4R

√
dαℓ+1(PWTI)

)
= B

(
g(x(i)), cαℓ+1(PWTI)

)
.

Since x(i) ∈ Λn ∩ [I], by the definition of Λn we obtain

(5.10) η
(
B
(
g(x(i)), cαℓ+1(PWTI)

))
< (1− ϵ)n

µ([I])

Nℓ(I)
.

It follows that

µ(Λn ∩ [I]) ≤ µ ◦ g−1(g(Λn ∩ [I]))

≤ η

(
L⋃
i=1

Bi

)

≤ η

(
L⋃
i=1

B
(
g(x(i)), cαℓ+1(PWTI)

))
(by (5.9))

≤ L(1− ϵ)n
µ([I])

Nℓ(I))
(by (5.10))

≤ 2ℓ(1− ϵ)nµ([I]) (by (5.8)).

Summing over I ∈ Σn yields that µ(Λn) ≤ 2ℓ(1− ϵ)n, which implies (5.7). □
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Proof of Theorem 1.2(ii). Let a ∈ Rmd and W ∈ G(d, k). We need to show that for
µ-a.e. x ∈ Σ′,

dimloc

(
(PWπ

a)∗µ, PWπ
ax
)
≤ S(µ,T,W, x).

For this purpose, it is enough to show that for every δ > 0,

(5.11) dimloc

(
(PWπ

a)∗µ, PWπ
ax
)
≤ S(µ,T,W, x) + δ for µ-a.e. x ∈ Σ′.

To this end, let δ > 0. Pick ϵ ∈ (0, 1) such that

(5.12)
log(1− ϵ)

logα+

< δ,

where α+ := max{∥Ti∥ : i = 1, . . . ,m}.
Set

Ap := {x ∈ Σ′ : p ≤ S(µ,W, x) < p+ 1}, p = 0, . . . , k − 1.

Since dimloc

(
(PWπ

a)∗µ, PWπ
ax
)
≤ k for µ-a.e. x ∈ Σ′, it suffices to show that (5.11)

holds for µ-a.e. x ∈
⋃k−1

p=0 Ap.

Fix p ∈ {0, . . . , k − 1}. By Lemma 5.1, there exists A′
p ⊂ Ap with µ(Ap\A′

p) = 0
such that for each x ∈ A′

p,
(5.13)

(PWπ
a)∗µ

(
B
(
PWπ

ax, cαp+1(PWTx|n)
))

≥ (1− ϵ)n
µ([x|n])
Np(x|n)

for large enough n,

where Np(x|n) is defined as in (5.6).

Now let x ∈ A′
p. Let γ ∈ (0, p+ 1− S(µ,T,W, x)). Recall that

lim
n→∞

Sn(µ,T,W, x) = S(µ,T,W, x),

as proved in part (i) of the theorem. Hence there exists N ∈ N such that

(5.14) p ≤ Sn(µ,T,W, x) + γ < p+ 1

for all n ≥ N . Observe that

µ([x|n])
Np(x|n)

=
φSn(µ,T,W,x)(PWTx|n)

φp(PWTx|n)α
−p
p+1(PWTx|n)

≥
φSn(µ,T,W,x)+γ(PWTx|n)

φp(PWTx|n)α
−p
p+1(PWTx|n)

= α
Sn(µ,T,W,x)+γ
p+1 (PWTx|n),
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where in the last equality we have used (5.14). Hence by (5.13),

dimloc((PWπ
a)∗µ, PWπ

ax) ≤ lim sup
n→∞

log(PWπ
a)∗µ

(
B
(
PWπ

ax, cαp+1(PWTx|n)
))

logαp+1(PWTx|n)

≤ lim sup
n→∞

log

(
(1− ϵ)n

µ([x|n])
Np(x|n)

)
logαp+1(PWTx|n)

≤ lim sup
n→∞

(
Sn(µ,T,W, x) + γ +

n log(1− ϵ)

logαp+1(PWTx|n)

)
≤ S(µ,T,W, x) + γ + δ,

where in the last inequality we use that αp+1(PWTx|n) ≤ (α+)
n and (5.12). Since γ

is arbitrarily taken in (0, p+ 1− S(µ,T,W, x)),

dimloc

(
(PWπ

a)∗µ, PWπ
ax
)
≤ S(µ,T,W, x) + δ.

That is, (5.11) holds for every x ∈ A′
p, so it holds for µ-a.e. x ∈ Ap, as desired. □

Next we turn to the proof of part (iv) of Theorem 1.2. We need several lemmas.

Lemma 5.2 ([52]). Let ν be a Borel probability measure on Rd with compact support
and x ∈ Rd. Then

dimloc(ν, x) = sup

{
s ≥ 0:

∫
∥x− y∥−s dν(y) <∞

}
.

Proof. The equality was first observed in [52]. The reader is referred to [9, Theorem
3.4.2] for an implicit proof. □

For x, y ∈ Σ, let x ∧ y denote the common initial segment of x and y.

Lemma 5.3. Let W ∈ G(d, k) and x ∈ Σ′. Then

(5.15) S(µ,T,W, x) = sup

{
s ≥ 0:

∫
1

φs(PWTx∧y)
dµ(y) <∞

}
.

Proof. Notice that both sides of (5.15) are not greater than k, and that

lim
n→∞

Sn(µ,T,W, x) = S(µ,T,W, x)

by Theorem 1.2(i).

Now we first show that if s > S(µ,T,W, x), then
∫

1
φs(PWTx∧y)

dµ(y) = ∞. This

conclusion holds trivially whenever s > k, so we only need to consider the case
when s ≤ k. Assume that k ≥ s > S(µ,T,W, x). Choose δ > 0 so that s − δ >
S(µ,T,W, x). Then there exists n0 such that Sn(µ,T,W, x) < s− δ for all n ≥ n0,
which implies that for n ≥ n0,

µ([x|n]) = φSn(µ,T,W,x)(PWTx|n) ≥ φs−δ(PWTx|n) ≥ φs(PWTx|n)(1/α+)
nδ,
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where α+ = max{∥Ti∥ : i = 1, . . . ,m}, and we use Lemma 2.10(ii) in the last in-
equality. It follows that for n ≥ n0,∫

1

φs(PWTx∧y)
dµ(y) ≥

∫
[x|n]

1

φs(PWTx|n)
dµ(y) =

µ([x|n])
φs(PWTx|n)

≥ (1/α+)
nδ.

Letting n→ ∞ gives
∫

1
φs(PWTx∧y)

dµ(y) = ∞.

Next we show that
∫

1
φs(PWTx∧y)

dµ(y) <∞ for 0 ≤ s < S(µ,T,W, x). Choose δ >

0 such that s + δ < S(µ,T,W, x). Then there exists n1 such that Sn(µ,T,W, x) >
s+ δ for all n ≥ n1. It follows that for n ≥ n1,

µ([x|n]) ≤ φSn(µ,T,W,x)(PWTx|n) < φs+δ(PWTx|n) ≤ φs(PWTx|n)(α+)
nδ,

which implies, in particular, that µ({x}) = 0. Hence∫
1

φs(PWTx∧y)
dµ(y) =

∞∑
n=0

1

φs(PWTx|n)
(µ([x|n])− µ([x|n+ 1]))

≤
∞∑
n=0

µ([x|n])
φs(PWTx|n)

≤
n1−1∑
n=0

µ([x|n])
φs(PWTx|n)

+
∞∑

n=n1

(α+)
nδ <∞.

This completes the proof. □

Lemma 5.4. Let ρ > 0. If s is non-integral with 0 < s < d and ∥Ti∥ < 1/2 for
1 ≤ i ≤ m, then there exists a number c = c(ρ, s, T1, . . . , Tm) > 0 such that for every
non-zero linear subspace W of Rd,

(5.16)

∫
Bρ

da

∥PWπax− PWπay∥s
≤ c

φs(PWTx∧y)

for all distinct x, y ∈ Σ, where Bρ denotes the closed ball in Rmd of radius ρ centred
at the origin.

Proof. It is a slight and trivial modification of the proofs of [13, Lemma 3.1] and
[55, Proposition 3.1]. □

Now we are ready to prove part (iv) of Theorem 1.2.

Proof of Theorem 1.2(iv). Let W ∈ G(d, k). We first prove that for Lmd-a.e. a ∈
Rmd,

dimloc

(
(PWπ

a)∗µ, PWπ
ax
)
= S(µ,T,W, x) for µ-a.e. x ∈ Σ.(5.17)

According to part (ii) of the theorem, we only need to show that for Lmd-a.e. a ∈
Rmd,

dimloc

(
(PWπ

a)∗µ, PWπ
ax
)
≥ S(µ,T,W, x) for µ-a.e. x ∈ Σ′.
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To this end, we adapt the arguments in the proofs of [36, Theorem 4.1] and [25,
Theorem 2.1(ii)]. Let ρ > 0. For a given non-integral s ∈ (0, k) and a positive
integer N , let ΩN be the set of x for which∫

Σ

1

φs(PWTx∧y)
dµ(y) < N.

Notice that by Lemma 5.3, the set of all x ∈ Σ′ for which S(µ,T,W, x) > s is
contained in the union of ΩN for N ≥ 1. Appying Fubini’s theorem,∫
Bρ

∫
ΩN

∫
Rd

d(PWπ
a)∗µ(z)

∥PWπax− z∥s
dµ(x)da =

∫
Bρ

∫
ΩN

∫
Σ

1

∥PWπax− PWπay∥s
dµ(y)dµ(x)da

=

∫
ΩN

∫
Σ

∫
Bρ

1

∥PWπax− PWπay∥s
dadµ(y)dµ(x)

≤
∫
ΩN

∫
Σ

c

φs(PWTx∧y)
dµ(y)dµ(x) (by (5.16))

≤ cN.

It follows that for Lmd-a.e. a ∈ Bρ,

∫
ΩN

∫
Rd

d(PWπ
a)∗µ(z)

∥PWπax− z∥s
dµ(x) <∞ and hence∫

Rd

d(PWπ
a)∗µ(z)

∥PWπax− z∥s
<∞ for µ-a.e. x ∈ ΩN .

Taking the union over N , we have for Lmd-a.e. a ∈ Bρ,∫
Rd

d(PWπ
a)∗µ(z)

∥PWπax− z∥s
<∞ for µ-a.e. x with S(µ,T,W, x) > s.

It follows from Lemma 5.2 that for Lmd-a.e. a ∈ Bρ,

dimloc

(
(PWπ

a)∗µ, PWπ
ax
)
≥ s for µ-a.e. x with S(µ,T,W, x) > s.

Thus we have shown that for all non-integral s ∈ (0, k),

µ
({
x ∈ Σ′ : S(µ,T,W, x) > s > dimloc

(
(PWπ

a)∗µ, PWπ
ax
)})

= 0

for Lmd-a.e. a ∈ Bρ. Taking the union over all non-integral rational s in (0, k), we
conclude that for Lmd-a.e. a ∈ Bρ,

µ
({
x ∈ Σ′ : S(µ,T,W, x) > dimloc

(
(PWπ

a)∗µ, PWπ
ax
)})

= 0.

Hence for Lmd-a.e. a ∈ Rmd,

dimloc

(
(PWπ

a)∗µ, PWπ
ax
)
≥ S(µ,T,W, x)

for µ-a.e. x ∈ Σ′.

Next we prove that
(5.18)

S(µ,T,W ) = S(µ,T,W ) = min{k, dimLY(µ,T)} for γd,k-a.e. W ∈ G(d, k).
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To see this, notice that πa
∗µ is exact dimensional for each a ∈ Rmd; see [23]. By

[39, Theorem 1.7],

(5.19) dimH π
a
∗µ = min{d, dimLY(µ,T)} for Lmd-a.e. a ∈ Rmd.

Meanwhile it is known (see e.g. [36, Theorem 4.1]) that for a given exact dimen-
sional Borel probability measure η on Rd, for γd,k-a.e. W ∈ G(d, k), (PW )∗η is exact
dimensional with dimension given by

dimH(PW )∗η = min{k, dimH η}.

Taking η = πa
∗µ and applying (5.19) yield that for Lmd-a.e. a ∈ Rmd and γd,k-

a.e. W ∈ G(d, k),

dimloc

(
(PWπ

a)∗µ, PWπ
ax)
)
= min{k, dimLY(µ,T)} for µ-a.e. x ∈ Σ.

Applying the Fubini theorem, we see that for γd,k-a.e. W ∈ G(d, k),

dimHPW (πa
∗µ) = dimHPW (πa

∗µ) = min{k, dimLY(µ,T)} for Lmd-a.e. a ∈ Rmd.

Combining this with (5.17) yields (5.18). □

We prove Theorem 1.2(iii) in the remaining part of this section. We first give
several lemmas.

For I ∈ Σn and y = (yi)
∞
i=1 ∈ Σ, let Iy denote the unique point z = (zi)

∞
i=1 ∈ Σ

such that z|n = I and zn+i = yi for all i ≥ 1.

Lemma 5.5. Assume that µ is a fully supported and supermultiplicative Borel prob-
ability measure on Σ = {1, . . . ,m}N. Let A ⊂ Σ be measurable with µ(A) > 0.
Then, for every positive integer j, there exist I ∈ Σ∗ and a measurable subset A′ of
A with µ(A′) > 0 such that

IJy ∈ A

for all J ∈ Σ∗ with |J | ≤ j and y ∈ A′.

Proof. Let j ∈ N. Since µ is supermultiplicative, there exists C > 0 such that

µ([IJ ]) ≥ Cµ([I])µ([J ]) for all I, J ∈ Σ∗.

A standard approximation argument shows that for every I ∈ Σ∗ and every Borel
measurable set E ⊂ Σ,

(5.20) µ
(
[I] ∩ σ−|I|(E)

)
≥ Cµ([I])µ(E).

Set

(5.21) ϵ = C2µ(A)(j + 1)−1m−j min
J∈Σj

µ([J ]).

Since µ is fully supported, we have ϵ > 0. By the Borel density lemma, for µ-
a.e. x ∈ A,

lim
n→∞

µ([x|n] ∩ A)
µ([x|n])

= 1.
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Hence we can find x ∈ A and n ∈ N such that

µ([x|n] ∩ A)
µ([x|n])

> 1− ϵ,

which implies that

(5.22)
µ
(
[x|n] ∩ (Σ\A)

)
µ([x|n])

< ϵ.

Now set I = x|n. Write

ΩJ = {z ∈ Σ: IJz ∈ A} for J ∈
⋃j

p=0Σp.

Clearly, if z ∈ Σ\ΩJ , then IJz ∈ Σ\A. Hence for each J ∈
⋃j

p=0Σp,

(5.23) [IJ ] ∩ σ−n−|J |(Σ\ΩJ) ⊂ Σ\A.

Now we claim that

(5.24) µ(Σ\ΩJ) < (j + 1)−1m−jµ(A) for all J ∈
j⋃

p=0

Σp.

Suppose on the contrary that (5.24) does not hold, that is, there exists J ∈
⋃j

p=0Σp

such that µ(Σ\ΩJ) ≥ (j + 1)−1m−jµ(A). Then

µ
(
[I] ∩ (Σ\A)

)
≥ µ

(
[IJ ] ∩ σ−n−|J |(Σ\ΩJ)

)
(by (5.23))

≥ Cµ([IJ ])µ(Σ\ΩJ) (by (5.20))

≥ C2µ([I])µ([J ])µ(Σ\ΩJ) (by (5.20))

≥ C2µ([I])µ([J ])(j + 1)−1m−jµ(A)

≥ ϵµ([I]) (by (5.21)),

which contradicts (5.22). This proves (5.24).

Notice that #
(⋃j

p=0Σp

)
< (j + 1)mj. By (5.24),

µ(Σ\A) +
∑

J∈Σ∗ : |J |≤j

µ(Σ\ΩJ)

< 1− µ(A) + #({J ∈ Σ∗ : |J | ≤ j}) · (j + 1)−1m−jµ(A)

< 1.

It follows that

µ

A ∩

 ⋂
J∈Σ∗ : |J |≤j

ΩJ

 = 1− µ

(Σ\A) ∪

 ⋃
J∈Σ∗ : |J |≤j

(Σ\ΩJ)


≥ 1− µ(Σ\A)−

∑
J∈Σ∗ : |J |≤j

µ(Σ\ΩJ) > 0.
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Set A′ = A ∩
(⋂

J∈Σ∗ : |J |≤j ΩJ

)
. Then µ(A′) > 0 and IJy ∈ A for all J ∈ Σ∗ with

|J | ≤ j and y ∈ A′. □

For a set E ⊂ Rd, let span(E) denote the smallest linear subspace of Rd that
contains E.

Lemma 5.6. LetW be a nonzero linear subspace of Rd. LetM1, . . . ,Mm be real d×d
matrices. Set V = span

(⋃
I∈Σ∗

MI(W )
)
, where MI := Mi1 · · ·Min for I = i1 . . . in,

and we take the convention that M∅ = Id, where ∅ stands for the empty word. Then

V = span

 ⋃
I∈Σ∗ : |I|≤j

MI(W )


for all j ≥ d− 1. Moreover, V = Rd if {Mi}mi=1 is irreducible.

Proof. Define W0 = W and

Wj = span

 ⋃
I∈Σ∗ : |I|≤j

MI(W )


for j ≥ 1. Clearly

(5.25) Wj+1 = span

(
Wj ∪

(
m⋃
i=1

Mi(Wj)

))
for j ≥ 0,

and W0 ⊂ W1 ⊂ W2 ⊂ · · · ⊂ V . Thus,

dim(W0) ≤ dim(W1) ≤ dim(W2) ≤ · · · ≤ dim(V ).

Since dimWj ≤ d for all j ≥ 0, there exists j0 ∈ {0, 1, . . . , d− 1} such that

(5.26) dim(Wj0+1) = dim(Wj0);

otherwise, dimWd > dimWd−1 > · · · > dimW0 ≥ 1, and consequently, dimWd > d,
leading to a contradiction. Since Wj0+1 ⊃ Wj0 , by (5.26), we have Wj0+1 = Wj0 .
Then applying (5.25), we see that Wj = Wj0 for all j ≥ j0. Since⋃

I∈Σ∗

MI(W ) ⊂
∞⋃

j=j0

Wj = Wj0 ,

it follows that Wj0 ⊂ V ⊂ span(Wj0) = Wj0 , and consequently, V = Wj0 = Wd−1.
From the definition of V , we see that MiV ⊂ V for all 1 ≤ i ≤ m. Hence V = Rd if
{Mi}mi=1 is irreducible. □

Lemma 5.7. Let A1, . . . , Am ∈ Matd(R). Then

{Ai}mi=1 is reducible ⇐⇒ {A∗
i }mi=1 is reducible.
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Proof. The result is standard. For the convenience of the reader, we include a proof.

Since A∗∗
i = Ai, by symmetry it is enough to prove the direction “=⇒”. To this

end, suppose that {Ai}mi=1 is reducible, i.e., there exists a proper nonzero subspace
W of Rd such that Ai(W ) ⊂ W for all 1 ≤ i ≤ m. Let W⊥ denote the orthogonal
complement ofW . Clearly,W⊥ is also a proper nonzero subspace of Rd. Let v ∈W⊥

and 1 ≤ i ≤ m. For any u ∈ W , since Aiu ∈W , it follows that

⟨u,A∗
i v⟩ = ⟨Aiu, v⟩ = 0.

Hence A∗
i v ∈W⊥. This proves A∗

i (W
⊥) ⊂ W⊥. So {A∗

i }mi=1 is reducible. □

Now we are ready to prove Theorem 1.2(iii).

Proof of Theorem 1.2(iii). Let µ be a fully supported, ergodic, and super-multiplicative
measure on Σ. We first show that

(5.27) S(µ,T,W ) = S(µ,T,W ) for all W ∈ G(d, k).

To prove this, by definition, it is enough to show that for each W ∈ G(d, k) and
s ∈ [0, k], the sequence

1

n
logφs(T ∗

x|nPW )

converges pointwisely to a constant for µ-a.e. x. Since

φs(M) =
(
φ⌊s⌋(M)

)1+⌊s⌋−s (
φ⌊s⌋+1(M)

)s−⌊s⌋

for each 0 ≤ s ≤ d (see Lemma 2.11), it is sufficient to prove the aforementioned
statement in the case where s is an integer. For this purpose, fix W ∈ G(d, k) and
q ∈ {1, . . . , k}. We will show that there exists λ ∈ R such that

(5.28) lim
n→∞

1

n
log ∥(T ∗

x|n)
∧qPW∧q∥ = λ for µ-a.e. x ∈ Σ.

To see (5.28), we define a linear subspace X of (Rd)∧q by

(5.29) X = span

( ⋃
I∈Σ∗

(T ∗
I )

∧q(W∧q)

)
.

It is easy to see that (T ∗
i )

∧q(X) = X for all 1 ≤ i ≤ m. Set

τ = dim
(
(Rd)∧q

)
=

(
d

q

)
.

By Lemma 5.6 (where we replace Rd with (Rd)∧q),

X = span

 ⋃
J∈Σ∗ : |J |≤τ

(T ∗
J )

∧q(W∧q)

 .
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For i = 1, . . . ,m, let Mi = (T ∗
i )

∧q|X be the restriction of (T ∗
i )

∧q on X. Then Mi

are invertible linear transformations on X. Let λ̃1 > λ̃2 > · · · > λ̃r̃ be the Lyapunov
exponents of the matrix cocycle x 7→Mx1 with respect to µ, and let

(5.30) X = Ṽ0(x) ⫌ Ṽ1(x) ⫌ · · · ⫌ Ṽr̃(x) = {0}, x ∈ Σ′′,

be the corresponding Oseledets filtration, where Σ′′ is a σ-invariant Borel subset of
Σ with µ(Σ′′) = 1. By Remark 3.2(ii),

(5.31) Mx1Ṽ1(x) = Ṽ1(σx) for every x ∈ Σ′′.

We claim that

(5.32) W∧q ∩
(
Ṽ0(x)\Ṽ1(x)

)
̸= ∅ for µ-a.e. x ∈ Σ′′,

which implies (5.28) (in which we take λ = λ̃1).

Suppose on the contrary that (5.32) does not hold. Then there exists a measurable
set E ⊂ Σ′′ with µ(E) > 0 such that

(5.33) W∧q ⊂ Ṽ1(x) for all x ∈ E.

Define
(5.34)

ℓ = sup
{
dimY : Y is a subspace of X such that µ{x ∈ E : Y ⊂ Ṽ1(x)} > 0

}
.

Clearly, ℓ ≥ dimW∧q, and the supremum is attained at a subspace Y0 of X. Set

A =
{
x ∈ E : Y0 ⊂ Ṽ1(x)

}
.

Since µ is fully supported and supermultiplicative, by Lemma 5.5, there exist I ∈ Σ∗
and A′ ⊂ A with µ(A′) > 0 such that

IJy ∈ A

for all J ∈ Σ∗ with |J | ≤ τ and y ∈ A′.

Suppose that |I| = n and I = i1 . . . in. Let y ∈ A′. Then, for every J = j1 . . . jp ∈
Σp with p ≤ τ , since IJy ∈ A, it follows that

Y0 ⊂ Ṽ1(IJy) = Ṽ1(i1 . . . inj1 . . . jpy).

Since Mjp...j1in...i1Ṽ1(IJy) = Ṽ1(y) by (5.31), it follows that

Ṽ1(y) ⊃Mjp...j1in...i1(Y0) =Mjp...j1(Min...i1(Y0)).

Hence, let Y1 := Min...i1(Y0) and by taking the union over all J ∈ Σ∗ with |J | ≤ τ ,
we obtain that

Ṽ1(y) ⊃
⋃

J∈Σ∗ : |J |≤τ

MJ(Y1).

Since Ṽ1(y) is a subspace of X, we have

Ṽ1(y) ⊃ span

 ⋃
J∈Σ∗ : |J |≤τ

MJ(Y1)

 =: Y2,
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By Lemma 5.6, Y2 = span
(⋃

J∈Σ∗
MJ(Y1)

)
and henceMi(Y2) = Y2 for all 1 ≤ i ≤ m.

Meanwhile, since y ∈ A′ ⊂ A ⊂ E, by (5.33), we have Ṽ1(y) ⊃W∧q as well. Hence

Ṽ1(y) ⊃ span(Y2 ∪W∧q) for all y ∈ A′.

Since µ(A′) > 0, by the maximality of ℓ, we have dim (span(Y2 ∪W∧q)) ≤ ℓ. How-
ever, as Y2 ⊃ Y1 =Min...i1(Y0), we have

dimY2 ≥ dimY1 = dimY0 = ℓ.

Hence

dim (span(Y2 ∪W∧q)) = dimY2.

Since Y2 is a subspace of X, the above equality implies that W∧q ⊂ Y2. Recall that
Y2 is Mi-invariant for all 1 ≤ i ≤ m. It follows that

Y2 ⊃ span

( ⋃
J∈Σ∗

MJ(W
∧q)

)
= X.

Hence for all y ∈ A′,

Ṽ1(y) ⊃ Y2 ⊃ X = Ṽ0(y),

leading to a contradiction. This proves (5.32), and consequently, (5.28).

Next we assume that {T∧q
i }mi=1 is irreducible for some integer q with ℓ′ ≤ q ≤ k,

where ℓ′ is the smallest integer not less than min{k, dimLY(µ,T)}. By Lemmas
2.2(iii) and 5.7, {(T ∗

i )
∧q}mi=1 is also irreducible. Let W ∈ G(d, k) and let X be

defined as in (5.29). Since X is (T ∗
i )

∧q-invariant, it follows that X = (Rd)∧q. As was
proved above, we have

(5.35) lim
n→∞

1

n
log ∥(T ∗

x|n)
∧qPW∧q∥ = λ̃1 for µ-a.e. x ∈ Σ,

where λ̃1 is the largest Lyapunov exponent of the matrix cocycle x 7→ (T ∗
x1
)∧q with

respect to µ.

Recall that by Remark 3.2(iii),

(5.36) λ̃1 = Λ1 + · · ·+ Λq,

where Λ1 ≥ · · · ≥ Λm are the Lyapunov exponents (counting multiplicity) of the
matrix cocycle x 7→ (T ∗

x1
) with respect to µ. Meanwhile by Proposition 3.3,

(5.37) lim
n→∞

1

n
log ∥(T ∗

x|n)
∧qPW∧q∥ = Λp1(x) + · · ·+ Λpq(x), for µ-a.e. x ∈ Σ,

where (p1(x), . . . , pk(x)) is the pivot position vector of W with respect to the basis
v(x) = {vi(x)}di=1, where v(x) is defined as in Theorem 3.1. Since pi(x) ≥ i for
1 ≤ i ≤ q, combining (5.35), (5.36) and (5.37) yields that for µ-a.e. x ∈ Σ,

(5.38) Λpi(x) = Λi for i = 1, . . . , q.
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Now set s = min{k, dimLY(µ,T)}. Then s ≤ q ≤ k. By the definition of
dimLY(µ,T), either

s = k and hµ(σ) +
k∑

i=1

Λi ≥ 0,

or

0 ≤ s < k and hµ(σ) +

⌊s⌋∑
i=1

Λi + (s− ⌊s⌋)Λ⌊s⌋+1 = 0.

By (5.38) and Lemma 3.5, we see that in both cases, S(µ,T,W, x) = s for µ-
a.e. x ∈ Σ′, and consequently,

S(µ,T,W ) = S(µ,T,W ) = s = min{k, dimLY(µ,T)}.
This completes the proof of Theorem 1.2(iii). □

Remark 5.8. It is worth pointing out that the assumption of µ being fully supported
in Theorem 1.2(iii) can be dropped. More precisely, part (iii) of Theorem 1.2 can be
strengthened as follows:

(iii)’ Assume additionally that µ is supermultiplicative. Then

S(µ,T,W ) = S(µ,T,W )

for all W ∈ G(d, k). Let A := {1 ≤ i ≤ m : µ([i]) > 0}. If furthermore
{T∧q

i }i∈A is irreducible for some integer q such that ℓ′ ≤ q ≤ k, where ℓ′ is
the smallest integer not less than min{k, dimLY(µ,T)}, then

S(µ,T,W ) = S(µ,T,W ) = min{k, dimLY(µ,T)}
for all W ∈ G(d, k).

The proof remains unchanged if we consider the IFS {Tix+ ai}i∈A instead.

6. Proof of Theorem 1.1

We prove parts (i), (iii) and (ii) of Theorem 1.1 separately.

Proof of Theorem 1.1(i). Let ℓ be the smallest integer not less than min{k, dimAFF(T)}.
Then ℓ ≤ k. By Lemma 4.6(i), dimAFF(T,W ) ≤ ℓ for all W ∈ G(d, k). Below we
divide the remaining proof into two steps.

Step 1. For every integer q with ℓ ≤ q ≤ k,

(6.1) #{dimAFF(T,W ) : W ∈ G(d, k)} ≤
(
d

q

)
−
(
k

q

)
+ 1.

To prove this inequality, we fix an integer q with ℓ ≤ q ≤ k. Suppose on the
contrary that there exist W1, . . . ,Wτ ∈ G(d, k), with τ =

(
d
q

)
−
(
k
q

)
+ 2, such that

dimAFF(T,W1) > dimAFF(T,W2) > · · · > dimAFF(T,Wτ ).
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Write si := dimAFF(T,Wi) for 1 ≤ i ≤ τ . Then

(6.2) k ≥ ℓ ≥ s1 > s2 > · · · > sτ .

By Lemma 4.6(iii),

P (T,W1, s1) ≥ 0, and P (T,Wi, si) = 0 for all 2 ≤ i ≤ τ.

It follows from Lemma 4.3(ii) that

(6.3) P (T,Wj, si) < P (T,Wj, sj) = 0 ≤ P (T,Wi, si) for all 1 ≤ i < j ≤ τ.

Below we first make the following claim.

Claim. For each i ∈ {1, . . . , τ − 1}, there exist a word Ki ∈ Σ∗, and a linear
subspace Hi of (Rd)∧q with dimHi =

(
d
q

)
− 1, such that

(6.4) (T ∗
Ki
Wi)

∧q ̸⊂ Hi

and

(6.5) (T ∗
KWj)

∧q ⊂ Hi for all i < j ≤ τ and K ∈ Σ∗.

Before proving the above claim, we first use it to derive a contradiction. Write
for brevity

Vi = (T ∗
Ki
Wi)

∧q, i = 1, . . . , τ,

and

Gi =
i⋂

p=1

Hp, i = 1, . . . , τ − 1.

Clearly, Gi, i = 1, . . . , τ − 1, are linear subspaces of (Rd)∧q so that

(6.6) H1 = G1 ⊃ G2 ⊃ · · · ⊃ Gτ−1.

By (6.4)-(6.5), Vi ̸⊂ Hi and Vj ⊂ Hi for all 1 ≤ i < j ≤ τ . It follows that for each
1 ≤ i ≤ τ − 1,

Vi+1 ⊂ Gi but Vi+1 ̸⊂ Gi+1,

which implies that Gi ̸= Gi+1. Combining this with (6.6) yields that

dimH1 = dimG1 > dimG2 > · · · > dimGτ−1,

and thus dimGτ−1 ≤ dimH1 − (τ − 2) =
(
d
q

)
− τ + 1. However, since Gτ−1 ⊃ Vτ ,

one has

dimGτ−1 ≥ dimVτ =

(
k

q

)
.

It follows that
(
k
q

)
≤
(
d
q

)
−τ+1, that is, τ ≤

(
d
q

)
−
(
k
q

)
+1. It leads to a contradiction.

Now we turn to the proof of the claim. Fix i ∈ {1, . . . , τ − 1}, and let µ be an
ergodic equilibrium measure for the subadditive potential {logψsi

Wi
(·|n)}∞n=1. That

is, µ is an ergodic σ-invariant measure such that

(6.7) hµ(σ) + Θ(ψsi
Wi
, µ) = P (T,Wi, si),
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where

Θ
(
ψsi
Wi
, µ
)
= lim

n→∞

1

n

∫
logψsi

Wi
(x|n) dµ(x).

For each j with i < j ≤ τ , applying Theorem 2.9 to the subadditive potential
{logψsi

Wj
(·|n)}∞n=1 gives

P (T,Wj, si) ≥ hµ(σ) + Θ(ψsi
Wj
, µ),

where

Θ(ψsi
Wj
, µ) = lim

n→∞

1

n

∫
logψsi

Wj
(x|n) dµ(x).

This together with (6.3) and (6.7) yields that

(6.8) Θ(ψsi
Wi
, µ) > Θ(ψsi

Wj
, µ) for all j ∈ {i+ 1, . . . , τ}.

Let Σ′, r, Λ1, . . . ,Λd,
⊕r

j=1Ej(x) (x ∈ Σ′) be given as in Theorem 3.1, and also

let v(x) = {v1(x), . . . , vd(x)} be a measurable ordered basis adapted to the splitting⊕r
j=1Ej(x), x ∈ Σ′.

By Proposition 3.3, Corollary 3.4 and (6.8), there exist a measurable A ⊂ Σ′ with
µ(A) > 0 and Ki ∈ Σ∗ such that for each x ∈ A,

lim
n→∞

1

n
logφsi(T ∗

x|nPT ∗
Ki

Wi
) = Θ(ψsi

Wi
, µ),(6.9)

lim
n→∞

1

n
logφsi(T ∗

x|nPT ∗
KWj

) ≤ Θ(ψsi
Wj
, µ) < Θ(ψsi

Wi
, µ),(6.10)

for all K ∈ Σ∗ and j ∈ {i+ 1, . . . , τ}, and moreover, for each W ∈ G(d, k),

(6.11) lim
n→∞

1

n
logφsi(T ∗

x|nPW ) =

⌊si⌋∑
j=1

Λpj(W,x) + (si − ⌊si⌋)Λp⌊si⌋+1(W,x),

where (p1(W,x), . . . , pk(W,x)) is the pivot position vector of W with respect to the
ordered basis v(x) = {vi(x)}di=1.

Fix x ∈ A. Write for brevity vj = vj(x) and pj = pj(T
∗
Ki
Wi, x) for j = 1, . . . , k.

Define

Hi = span
{
vj1 ∧ · · · ∧ vjq : 1 ≤ j1 < · · · < jq ≤ d and

(j1, . . . , jq) ̸= (p1, . . . , pq)} .

Clearly, dimHi =
(
d
q

)
− 1. By Lemma 2.8(i), (T ∗

Ki
Wi)

∧q ̸⊂ Hi. It remains to show

that (T ∗
KWj)

∧q ⊂ Hi for each K ∈ Σ∗ and j with i < j ≤ τ . Suppose on the contrary
that there exist K ∈ Σ∗ and j with i < j ≤ τ such that (T ∗

KWj)
∧q ̸⊂ Hi. Then by

Lemma 2.8(ii),

p1(T
∗
KWj, x) ≤ p1, . . . , pq(T

∗
KWj, x) ≤ pq.
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Keep in mind that q ≥ ℓ ≥ si. Applying (6.11),

lim
n→∞

1

n
logφsi(T ∗

x|nPT ∗
KWj

) =

⌊si⌋∑
u=1

Λpu(T ∗
KWj ,x) + (si − ⌊si⌋)Λp⌊si⌋+1(T

∗
KWj ,x)

≥
⌊si⌋∑
u=1

Λpu + (si − ⌊si⌋)Λp⌊si⌋+1

= lim
n→∞

1

n
logφsi(T ∗

x|nPT ∗
Ki

Wi
).

However, by (6.9) and (6.10),

lim
n→∞

1

n
logφsi(T ∗

x|nPT ∗
KWj

) < lim
n→∞

1

n
logφsi(T ∗

x|nPT ∗
Ki

Wi
),

leading to a contradiction. This proves the claim, and consequently, inequality (6.1).

Step 2. Assume that {T∧q
i : i = 1, . . . ,m} is irreducible for some ℓ ≤ q ≤ k. Then

dimAFF(T,W ) = min{k, dimAFF(T)}

for all W ∈ G(d, k).

Write s = min{k, dimAFF(T)}. Then k ≥ q ≥ s. Define

P (T, s) = lim
n→∞

1

n
log

∑
I∈Σn

φs(T ∗
I ).

Clearly, P (T, s) is the topological pressure of the subadditive potential {logφs(T ∗
·|n)}∞n=1;

see Lemma 2.10(i) and Section 2.4. Recall that dimAFF(T) is defined as in (1.4).
Since dimAFF(T) ≥ s, it follows that P (T, s) ≥ 0. Let µ be an ergodic equilibrium
measure for the potential {logφs(T ∗

·|n)}∞n=1. Then

(6.12) hµ(σ) + θ = P (T, s) ≥ 0,

where θ = limn→∞
1
n

∫
logφs(T ∗

x|n) dµ(x).

Consider the matrix cocycle x 7→ T ∗
x1

with respect to µ and let Σ′, r, Λ1, . . . ,Λd,⊕r
j=1Ej(x) (x ∈ Σ′) be given as in Theorem 3.1, and also let v(x) = {v1(x), . . . , vd(x)}

be a measurable ordered basis adapted to the splitting
⊕r

j=1Ej(x), x ∈ Σ′. Since

s ≤ k ≤ d, by (2.14),

(6.13) θ =

⌊s⌋∑
j=1

Λj + (s− ⌊s⌋)Λ⌊s⌋+1.

Let W ∈ G(d, k). Fix x ∈ Σ′. Define

H = span
{
vj1(x) ∧ · · · ∧ vjq(x) : 1 ≤ j1 < · · · < jq ≤ d and

(j1, . . . , jq) ̸= (1, . . . , q)} .
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Then H is a proper linear subspace of (Rd)∧q. Since {T∧q
i : i = 1, . . . ,m} is ir-

reducible, by Lemmas 2.2(iii) and 5.7, {(T ∗
i )

∧q : i = 1, . . . ,m} is also irreducible.
Therefore there exists J ∈ Σ∗ such that

(6.14) (T ∗
JW )∧q = (T ∗

J )
∧q(W∧q) ̸⊂ H.

Let (p1, . . . , pk) be the pivot position vector of T ∗
JW with respect to the ordered

basis v(x) of Rd. By (6.14) and Lemma 2.8(ii), p1 ≤ 1, . . . , pq ≤ q. However it
always holds that 1 ≤ p1 < · · · < pq, implying that pi ≥ i for 1 ≤ i ≤ q. Hence
pi = i for 1 ≤ i ≤ q. By Proposition 3.3 and (6.13),

lim
n→∞

1

n
logφs(T ∗

x|nPT ∗
JW

) =

⌊s⌋∑
j=1

Λpj + (s− ⌊s⌋)Λp⌊s⌋+1

=

⌊s⌋∑
j=1

Λj + (s− ⌊s⌋)Λ⌊s⌋+1

= θ.

It follows that for every x ∈ Σ′,

lim
n→∞

1

n
logψs

W (x|n) ≥ θ.

Hence applying Theorem 2.9 to the subadditive potential {logψs
W (·|n)}∞n=1 gives

P (T,W, s) ≥ hµ(σ) + lim
n→∞

1

n

∫
logψs

W (y|n) dµ(y) ≥ hµ(σ) + θ ≥ 0,

where the last inequality follows from (6.12). Hence by Lemma 4.6(ii),

dimAFF(T,W ) ≥ s = min{k, dimAFF(T)}.
This, combined with Lemma 4.6(i), implies that dimAFF(T,W ) = s. □

To prove Theorem 1.1(iii), we need the following elementary result.

Lemma 6.1. Let W ∈ G(d, k) and M ∈ GLd(R). Then
(6.15) PWM = PWMPM∗W ,

and PWM(M∗(W )) = W . Moreover, the mapping PWM : M∗(W ) → W is surjec-
tive and hence bi-Lipschitz. Consequently, for every Borel set E ⊂ Rd,

(6.16) dimH PW (M(E)) = dimH PM∗W (E).

Proof. Let Id denote the identity map from Rd to itself. Clearly,

PM∗W + P(M∗W )⊥ = Id.

Hence to prove (6.15), it suffices to prove that

(6.17) PWMP(M∗W )⊥ = 0.

To see the above identity, let x ∈ (M∗W )⊥. Then for any y ∈W ,

⟨Mx, y⟩ = ⟨x,M∗y⟩ = 0.
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It follows that PW (Mx) = 0. This proves (6.17) and thus (6.15).

Now, the equality PWM(M∗(W )) =W follows directly from (6.15). Indeed,

PWM(M∗(W )) = PWMPM∗W (Rd) = PWM(Rd) = PW (Rd) =W,

where we use (6.15) in the second equality. Since M∗(W ) and W have the same
dimension, the mapping PWM : M∗(W ) → W is linear and invertible, so it is bi-
Lipschitz.

Finally, let E be a Borel subset of Rd. By (6.15), PW (M(E)) = PWM(PM∗W (E)).
Since PM∗W (E) ⊂M∗(W ) and the mapping PWM : M∗(W ) →W is bi-Lipschitz,

dimH PW (M(E)) = dimH PWM(PM∗W (E)) = dimH PM∗W (E),

as desired. □

The following transversality result is also needed in the proof of Theorem 1.1(iii).

Lemma 6.2. Assume that ∥Ti∥ < 1/2 for 1 ≤ i ≤ m. Let ρ > 0. Then there exists
a constant c = c(ρ, T1, . . . , Tm) such that for each r > 0, W ∈ G(d, k), and distinct
x, y ∈ Σ,

Lmd{a ∈ Bρ : ∥PWπ
ax− PWπ

ay∥ < r} ≤ c
k∏

i=1

min

{
r

αi(PWTx∧y)
, 1

}
,

where x ∧ y denotes the common initial segment of x and y. In particular,

(6.18) Lmd{a ∈ Bρ : ∥PWπ
ax− PWπ

ay∥ < r} ≤ crk

φk(PWTx∧y)
.

Proof. It is a slight and trivial modification of the proof of [39, Lemma 5.2]. □

Proof of Theorem 1.1(iii). Let W ∈ G(d, k). It was proved by Morris [44, Theorem
1] that

dimBPW (Ka) ≤ dimAFF(T,W )

for every a ∈ Rmd. Below we assume that ∥Ti∥ < 1/2 for all 1 ≤ i ≤ m. We first
show that

dimH PW (Ka) ≥ dimAFF(T,W )

for Lmd-a.e. a ∈ Rmd.

Write s = dimAFF(T,W ) and let µ be an ergodic equilibrium measure for the
subadditive potential {logψs

W (·|n)}∞n=1. By Lemma 4.6(iii),

(6.19) hµ(σ) + θ = P (T,W, s) ≥ 0,

where

θ := lim
n→∞

∫
logψs

W (x|n) dµ(x).
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By Corollary 3.4, there exists a measurable A ⊂ Σ′ with µ(A) > 0 and J ∈ Σ∗
such that for each x ∈ A,

lim
n→∞

1

n
logφs(T ∗

x|nPT ∗
JW

) = lim
n→∞

1

n
logψs

W (x|n) = θ.

This, together with Proposition 3.3, yields that for each x ∈ A,

⌊s⌋∑
j=1

Λpj(T ∗
JW,x) + (s− ⌊s⌋)Λp⌊s⌋+1(T

∗
JW,x) = θ,

where (p1(T
∗
JW,x), . . . , pk(T

∗
JW,x)) is the pivot position vector of T ∗

JW with respect
to the ordered basis v(x) (see Theorem 3.1 for the definition of v(x)). Combining
this with (6.19) and Lemma 3.5 yields that for for each x ∈ A,

S(µ, T ∗
JW,x) ≥ s,

where S(µ, T ∗
JW,x) is defined as in (1.10); see also (1.9). Hence

S(µ, T ∗
JW ) := ess sup

x∈sptµ
S(µ, T ∗

JW,x) ≥ s.

By Theorem 1.2(iv) (in which we replace W by T ∗
JW ), for Lmd-a.e. a ∈ Rmd.

dimH(PT ∗
JW
πa)∗µ = S(µ, T ∗

JW ) ≥ s.

Since (PT ∗
JW
πa)∗µ is supported on PT ∗

JW
(Ka), it follows that

(6.20) dimH PT ∗
JW

(Ka) ≥ s for Lmd-a.e. a ∈ Rmd.

Meanwhile, by the self-affinity of Ka, we have Ka ⊃ fa
J (K

a). Hence for each
a ∈ Rmd,

dimH PW (Ka) ≥ dimH PW (fa
J (K

a))

= dimH PW (TJ(K
a))

= dimH PT ∗
JW

(Ka),

where the last equality follows from (6.16) (in which we take M = TJ and E = Ka).
Combining it with (6.20) yields that

dimH PW (Ka) ≥ s for Lmd-a.e. a ∈ Rmd.

Next assume that (1.7) holds, that is, P (T,W, k) > 0 by Proposition 4.4. Below,
we will show that Hk(PW (Ka)) > 0 for Lmd-a.e. a ∈ Rmd, by using Corollary 3.4
and adapting the proof of [39, Proposition 4.4(b)].

Let µ be an ergodic equilibrium measure for the potential {logψk
W (·|n)}∞n=1. Then

hµ(σ) + Θ = P (T,W, k) > 0,

where Θ := limn→∞(1/n)
∫
logψk

W (x|n) dµ(x). By the Shannon-McMillan-Breiman
theorem,

(6.21) lim
n→∞

1

n
log µ([x|n]) = −hµ(σ) for µ-a.e. x ∈ Σ.
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Meanwhile by Corollary 3.4, there exist a measurable set A ⊂ Σ with µ(A) > 0 and
a word J ∈ Σ∗ such that

(6.22) lim
n→∞

1

n
logφk(T ∗

x|nPT ∗
JW

) = lim
n→∞

1

n
logψk

W (x|n) = Θ for x ∈ A.

Let 0 < ϵ < (hµ(σ) + Θ)/3. By (6.21) and (6.22), there exist N ∈ N and A1 ⊂ A
with µ(A1) > 0 such that for all x ∈ A1 and n ≥ N ,

φk(T ∗
x|nPT ∗

JW
) ≥ en(Θ−ϵ), µ([x|n]) ≤ e−n(hµ(σ)−ϵ).

Consequently,

(6.23) µ([x|n]) ≤ e−nϵφk(T ∗
x|nPT ∗

JW
) for all x ∈ A1 and n ≥ N.

Define a Borel probability measure µ̃ on Σ by

µ̃(E) =
µ(E ∩ A1)

µ(A1)
for any Borel set E ⊂ Σ.

By (6.23), there exists C > 0 such that

(6.24) µ̃([I]) ≤ Ce−nϵφk(T ∗
I PT ∗

JW
) for all I ∈ Σ∗.

Write W̃ = T ∗
J (W ). Next we prove the absolute continuity of ηa := (PW̃π

a)∗µ̃ with

respect to the k-dimensional Lebesgue measure on W̃ for Lmd-a.e. a, by following
the standard approaches in [48, 39]. Let ρ > 0, and let Bρ denote the closed ball in
Rmd of radius ρ centred at the origin. It suffices to show that

Iρ :=

∫
Bρ

∫
Rmd

lim inf
r→0

ηa(B(z, r))

rk
dηa(z)da <∞.

Applying Fatou’s lemma and Fubini’s theorem,

Iρ ≤ lim inf
r→0

1

rk

∫
Bρ

∫
Σ

∫
Σ

1{(x,y) : ∥P
W̃

πa(x)−P
W̃

πa(y)∥≤r} dµ̃(x)dµ̃(y)da

≤ lim inf
r→0

1

rk

∫
Σ

∫
Σ

Lmd
{
a ∈ Bρ : ∥PW̃π

a(x)− PW̃π
a(y)∥ ≤ r

}
dµ̃(x)dµ̃(y)

≤ c

∫
Σ

∫
Σ

1

φk(PW̃Tx∧y)
dµ̃(x)dµ̃(y) (by (6.18))

≤ c
∞∑
n=0

∑
I∈Σn

µ̃([I])2

φk(PW̃TI)

≤ cC

∞∑
n=0

e−nϵ (by (6.24))

<∞.

Hence, ηa is absolutely continuous with respect to the Lebesgue measure on W̃ =
T ∗
J (W ) for Lmd-a.e. a ∈ Rmd. Since ηa is supported on PT ∗

JW
(Ka), it follows that

Hk(PT ∗
JW

(Ka)) > 0 for Lmd-a.e. a ∈ Rmd.
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Meanwhile, by the self-affinity of Ka, we have Ka ⊃ fa
J (K

a). It follows that for
each a ∈ Rmd,

Hk(PW (Ka)) ≥ Hk(PW (fa
J (K

a)))

= Hk(PWTJ(K
a))

= Hk(PWTJPT ∗
JW

(Ka)) (by (6.15))

= DHk(PT ∗
JW

(Ka)),

where D > 0 is a positive constant which depends on PWTJ , and this follows from
the fact that PWTJ : T

∗
J (W ) →W is a bijective linear map (see Lemma 6.1). Hence

Hk(PW (Ka)) > 0 for Lmd-a.e. a ∈ Rmd. This completes the proof of Theorem
1.1(iii). □

Finally, we prove part (ii) of Theorem 1.1.

Proof of Theorem 1.1(ii). Let k ∈ {1, . . . , d − 1}. We first prove that under an
additional assumption that ∥Ti∥ < 1/2 for all 1 ≤ i ≤ m,

(6.25) dimAFF(T,W ) = min{k, dimAFF(T)} for γd,k-a.e. W ∈ G(d, k).

To see this, assume that ∥Ti∥ < 1/2 for all 1 ≤ i ≤ m. By [13, Theorem 5.3] and
[55, Proposition 3.1],

dimHK
a = min{d, dimAFF(T)} for Lmd-a.e. a ∈ Rmd.

This, together with the higher dimensional analog of Marstrand’s projection theorem
proved by Mattila [42], implies that for Lmd-a.e. a ∈ Rmd,

dimH PW (Ka) = min{k, dimHK
a} = min{k, dimAFF(T)}

for γd,k-a.e.W ∈ G(d, k). Applying the Fubini theorem, we see that for γd,k-a.e.W ∈
G(d, k),

dimH PW (Ka) = min{k, dimAFF(T)} for Lmd-a.e. a ∈ Rmd.

Combining this with Theorem 1.1(iii) yields (6.25).

Next we consider the general case when ∥Ti∥ < 1 for all 1 ≤ i ≤ m. Take a large
integer n such that

∥TI∥ < 1/2 for all I ∈ Σn.

Define a tuple T(n) of d × d matrices by T(n) = (TI)I∈Σn . As was proved above,
(6.25) holds when T is replaced by T(n). However, by performing a routine check
using the definition (which we leave as an exercise for the reader), one finds that

dimAFF(T
(n)) = dimAFF(T) and dimAFF(T

(n),W ) = dimAFF(T,W ).

This proves (6.25) for T in the general case. □
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7. More about dimAFF(T,W ), S(µ,T,W ) and S(µ,T,W ) in some special
cases

In this section, we provide several results (Propositions 7.1, 7.3 and 7.4) on
dimAFF(T,W ) in the cases where d = 2 or d = 3, or where dimW = 1. Addition-
ally, we present one result (Proposition 7.2) concerning S(µ,T,W ) and S(µ,T,W )
in the case where d = 2.

Our first result provides a simple verifiable criterion for dimAFF(T,W ) to be
strictly less than min{1, dimAFF(T)} in the case where d = 2.

Proposition 7.1. Assume that d = 2. Let W ∈ G(2, 1). Then

dimAFF(T,W ) < min{1, dimAFF(T)}
if and only if the following two properties hold:

(1) T ∗
i W = W for all 1 ≤ i ≤ m;

(2) Letting ai be the eigenvalue of T ∗
i corresponding to W , and setting bi =

det(Ti)/ai for 1 ≤ i ≤ m, one has t < min{1, s}, where s, t are the unique
positive numbers so that

m∑
i=1

|ai|t = 1,
m∑
i=1

|bi|s = 1.

Proof. We first prove the “if” part of the proposition. Assume that both (1) and (2)
hold. Since W is T ∗

i -invariant for all i, there exists G ∈ GL2(R) such that GT ∗
i G

−1

is upper triangular and of the form (
ai ∗
0 bi

)
for each 1 ≤ i ≤ m. A simple calculation shows that dimAFF(T,W ) = min{1, t}.
Moreover, there is a closed formula for dimAFF(T) (see [20, Corollary 2.6]), from
which one can easily show that

min{1, dimAFF(T)} = min{1,max{s, t}}.
Since t < min{1, s}, we obtain that dimAFF(T,W ) < min{1, dimAFF(T)}.

Next we turn to the proof of the “only if” part. Assume that

(7.1) dimAFF(T,W ) < min{1, dimAFF(T)}.
Write s0 = dimAFF(T,W ). Let µ be an ergodic equilibrium measure for the subad-
ditive potential {logφs0(T ∗

·|n)}∞n=1, and let Λ1 ≥ Λ2 be the Lyapunov exponents of
the cocycle x 7→ T ∗

x1
with respect to µ. Then

(7.2) hµ(σ) + s0Λ1 = P (T, s0) > 0.

where P (T, s0) := limn→∞(1/n) log
(∑

I∈Σn
φs0(T ∗

I )
)
, and the second inequality fol-

lows from the assumption that s0 < min{1, dimAFF(T)}. Since s0 < 1, by Lemma
4.6(iii),

(7.3) P (T,W, s0) = 0,
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where P (T,W, s0) stands for the topological pressure of the subadditive potential
{logψs0

W (·|n)}∞n=1; see (4.1) and (4.3). By the subadditive variational principle (see
Theorem 2.9), P (T,W, s0) ≥ hµ(σ)+Θ, where Θ := limn→∞(1/n)

∫
logψs0

W (x|n) dµ(x).
Combining this with (7.2) and (7.3) yields that

Θ < s0Λ1.

Meanwhile, since ψs
W is submultiplicative (see Lemma 4.1), by the subadditive er-

godic theorem,

lim
n→∞

1

n
logψs0

W (x|n) = Θ for µ-a.e. x ∈ Σ.

This, combined with Proposition 3.3, yields that

sup
J∈Σ∗

s0Λp1(T ∗
JW,x) = Θ for µ-a.e. x ∈ Σ,

where p1(T
∗
JW,x) denotes the pivot position vector of T ∗

JW with respect to the
ordered basis v(x) = {vi(x)}2i=1 defined in Theorem 3.1. Since Θ < s0Λ1, it follows
that Λ2 < Λ1 and that for µ-a.e. x ∈ Σ,

p1(T
∗
JW,x) = 2 for all J ∈ Σ∗,

and consequently, T ∗
JW = span{v2(x)} for all J ∈ Σ∗. This implies that T ∗

i W =
W for all 1 ≤ i ≤ m. Hence (1) holds. As was pointed out in the beginning
of our proof, in this case, dimAFF(T,W ) = min{1, t} and min{1, dimAFF(T)} =
min{1,max{s, t}}. So the condition (7.1) implies that t < min{1, s}. Hence (2) also
holds. □

Our next result characterizes, in the planar case, the circumstances under which
exceptional phenomena occur for the projections of ergodic stationary measures.

Proposition 7.2. Assume that d = 2. Let W ∈ G(2, 1), and let µ be an er-
godic σ-invariant measure on Σ. Let Λ1 ≥ Λ2 be the Lyapunov exponents (count-
ing multiplicity) of the cocycle x 7→ T ∗

x1
with respect to µ (see Theorem 3.1). Set

A = {i : 1 ≤ i ≤ m and µ([i]) > 0}. Then the following statements hold.

(1) S(µ,T,W ) < min{1, dimLY(µ,T)} if and only if all the following conditions
are fulfilled:
(a) T ∗

i W = W for all i ∈ A;
(b) For i ∈ A, let ai be the eigenvalue of T ∗

i corresponding to W , and set
bi = det(Ti)/ai. Then

Λ2 =
∑
i∈A

µ([i]) log |ai| < Λ1 =
∑
i∈A

µ([i]) log |bi|.

(c) hµ(σ) > 0 and hµ(σ) + Λ2 < 0.

(2) S(µ,T,W ) ̸= S(µ,T,W ) if and only if all the following conditions are ful-
filled:
(a) Λ1 > Λ2.
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(b) Let R2 =
⊕2

i=1Ei(x), x ∈ Σ′, be the corresponding Oseledets splittings
for the cocycle x 7→ T ∗

x1
and µ. Then

0 < µ({x ∈ Σ′ : E2(x) =W}) < 1.

(c) hµ(σ) > 0 and hµ(σ) + Λ2 < 0.

Proof. From Definition 2.14 and (2.14), it is readily checked that

(7.4) min{1, dimLY(µ,T)} = sup{0 ≤ s ≤ 1: hµ(σ) + sΛ1 ≥ 0}.

Let v(x) = {vi(x)}2i=1, where x ∈ Σ′, be the ordered basis of R2 defined as in
Theorem 3.1, and let (pi(W,x))

2
i=1 denote the pivot position vector ofW with respect

to {vi(x)}2i=1. From Lemma 3.5, we obtain that

(7.5) S(µ,T,W ) = ess sup
x∈Σ′

sup{0 ≤ s ≤ 1: hµ(σ) + sΛp1(W,x) ≥ 0}

and

(7.6) S(µ,T,W ) = ess inf
x∈Σ′

sup{0 ≤ s ≤ 1: hµ(σ) + sΛp1(W,x) ≥ 0}.

By (7.4) and (7.5), we see that S(µ,T,W ) < min{1, dimLY(µ,T)} if and only if
p1(W,x) = 2 for µ-a.e. x ∈ Σ′ and moreover

(7.7) sup{0 ≤ s ≤ 1: hµ(σ) + sΛ2 ≥ 0} < sup{0 ≤ s ≤ 1: hµ(σ) + sΛ1 ≥ 0}.
Notice that (7.7) holds if and only if the following two conditions are satisfied:
(i) Λ2 < Λ1; (ii) hµ(σ) > 0 and hµ(σ) + Λ2 < 0. Meanwhile, the condition
that p1(W,x) = 2 for µ-a.e. x ∈ Σ′ is equivalent to span{v2(x)} = W for µ-
a.e. x ∈ Σ′. Observe that if Λ1 > Λ2, then span{v2(x)} = E2(x) for µ-a.e. x ∈ Σ′,
where

⊕2
i=1Ei(x), with x ∈ Σ′, is the associated Oseledets splitting for the cocy-

cle x 7→ T ∗
x1

with respect to µ. Since Tx1E2(x) = E2(σx) a.e., the condition that
span{v2(x)} = W for µ-a.e. x ∈ Σ′ implies that T ∗

i W = W for all i ∈ A. Hence if
S(µ,T,W ) < min{1, dimLY(µ,T)}, then all the statements (a), (b) and (c) in part
(1) hold. Conversely, if all the statements (a), (b) and (c) in part (1) hold, then it
is direct to apply (7.4)-(7.5) to conclude that S(µ,T,W ) < min{1, dimLY(µ,T)}.
This proves (1).

To see (2), by (7.5)-(7.6), we see that S(µ,T,W ) > S(µ,T,W ) if and only if the
following three conditions are satisfied:

(i) Λ1 > Λ2;
(ii) 0 < µ{x ∈ Σ′ : p1(W,x) = 2} < 1; and
(iii) (7.7) holds.

This is enough to conclude (2), since p1(W,x) = 2 is equivalent to span{v2(x)} =W ,
and in the case when Λ1 > Λ2, one has E2(x) = span{v2(x)} a.e. □

The following result provides a formula for dimAFF(T,W ) in the case where d ≥ 2
and dimW = 1.
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Proposition 7.3. Let d ≥ 2 and W ∈ G(d, 1). Then

dimAFF(T,W ) = min{1, dimAFF(TX)},
where X = span

(⋃
J∈Σ∗

T ∗
J (W )

)
and TX := (T ∗

1 |X , . . . , T ∗
m|X), in which T ∗

i |X stands
for the restriction of T ∗

i on X.

Proof. Clearly, the subspace X is T ∗
i -invariant for all 1 ≤ i ≤ m. Write

s0 = min{1, dimAFF(TX)}.
Then P (TX , s0) ≥ 0, where P (TX , s0) stands for the topological pressure of the
subadditive potential {logφs0(T ∗

·|n|X)}∞n=1.

Let µ be an ergodic equilibrium measure for the potential {logφs0(T ∗
·|n|X)}∞n=1.

Moreover let λ1 > · · · > λr be the distinct Lyapunov exponents of the cocycle
x 7→ T ∗

x1
|X with respect to µ and let

X = V0(x) ⫌ · · · ⫌ Vr(x), x ∈ Σ′,

be the associated Oseledets filtration, where Σ′ is a σ-invariant Borel subset of Σ
with µ(Σ′) = 1. By Theorem 2.9,

hµ(σ) + s0λ1 = P (TX , s0) ≥ 0.

For each x ∈ Σ′, since X = V0(x) ⫌ V1(x), it follows that

(7.8)

( ⋃
J∈Σ∗

T ∗
J (W )

)
∩ (V0(x)\V1(x)) ̸= ∅,

or equivalently,
⋃

J∈Σ∗
T ∗
J (W ) ̸⊂ V1(x); otherwise,

V0(x) = span

( ⋃
J∈Σ∗

T ∗
J (W )

)
⊂ V1(x),

leading to a contradiction. Hence by (7.8), for each x ∈ Σ′,

lim
n→∞

1

n
logψs0

W (x|n) ≥ sup
J∈Σ∗

lim
n→∞

1

n
logφs0(T ∗

x|nPT ∗
JW

)

= s0 sup
J∈Σ∗

lim
n→∞

1

n
log ∥T ∗

x|nPT ∗
JW

∥

= s0λ1,

where ψs0
W is defined as in (4.1). Applying Theorem 2.9 to the subadditive potential

{logψs0
W (·|n)}∞n=1 gives

P (T,W, s0) ≥ hµ(σ) + lim
n→∞

1

n

∫
logψs0

W (x|n) dµ(x) ≥ hµ(σ) + s0λ1 ≥ 0,

where P (T,W, s0) is defined as in (4.3). By Lemma 4.6(ii), dimAFF(T,W ) ≥ s0.
Meanwhile, since X is T ∗

i -invariant for all 1 ≤ i ≤ m and W ⊂ X, it follows that

φs(T ∗
I PW ) = φs(T ∗

I |XPW ) for all s ≥ 0 and I ∈ Σ∗,
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from which we obtain that dimAFF(T,W ) = dimAFF(T|X ,W ). Then applying
Lemma 4.6(i) to T|X , we obtain the reverse direction dimAFF(T,W ) ≤ s0. □

Our last result in this section provides some necessary conditions for dimAFF(T,W )
to be strictly less than min{dimW, dimAFF(T)} in the case where d = 3.

Proposition 7.4. Let d = 3 and W ∈ G(3, k), where k = 1 or 2. Suppose that
dimAFF(T,W ) < min{k, dimAFF(T)}. Then T is reducible. More precisely, one of
the following scenarios occurs.

(i) k = 1, and either T ∗
i W = W for all 1 ≤ i ≤ m, or W is contained in a

2-dimensional subspace V of R3 such that T ∗
i V = V for all 1 ≤ i ≤ m;

(ii) k = 2, and either T ∗
i W = W for all 1 ≤ i ≤ m, or W contains a 1-

dimensional subspace V of R3 such that T ∗
i V = V for all 1 ≤ i ≤ m.

Proof. We first consider the case where k = 1. Then part (i) follows directly from
Proposition 7.3. Indeed, letting X = span

(⋃
J∈Σ∗

T ∗
JW

)
, and given that k = 1 and

dimAFF(T,W ) < min{1, dimAFF(T)}, it follows from Proposition 7.3 that X ̸= R3.
Since X is T ∗

i -invariant, the conclusion in (i) follows.

In the remaining part of the proof, we consider the case where k = 2. Write

s0 = min{2, dimAFF(T)}.
Then P (T, s0) ≥ 0, where P (T, s0) stands for the topological pressure of the sub-
additive potential {logφs0(T ∗

·|n)}∞n=1.

Let µ be an ergodic equilibrium measure for the potential {logφs0(T ∗
·|n)}∞n=1. Let

Λ1 ≥ Λ2 ≥ Λ3 be the Lyapunov exponents (counting multiplicity) of the cocycle
x 7→ T ∗

x1
with respect to µ, and let v(x) = {vi(x)}3i=1, where x ∈ Σ′, be the

corresponding ordered basis of R3 given in Theorem 3.1. Below, we consider the
following two cases separately: (a) s0 ∈ [0, 1]; (b) s0 ∈ (1, 2].

First assume s0 ∈ [0, 1]. By Theorem 2.9,

(7.9) hµ(σ) + s0Λ1 = P (T, s0) ≥ 0.

Meanwhile, by Proposition 3.3,

(7.10) lim
n→∞

1

n
logψs0

W (x|n) = Θ = s0 sup
J∈Σ∗

Λp1(T ∗
JW,x)

for each x ∈ Σ′, where Θ = limn→∞
1
n

∫
logψs0

W (x|n) dµ(x). However, by assump-
tion, dimAFF(T,W ) < s0. It follows from Lemma 4.6(ii) that P (T,W, s0) < 0.
Consequently, by Theorem 2.9, hµ(σ) + Θ ≤ P (T,W, s0) < 0. This, combined with
(7.9) and (7.10), yields that supJ∈Σ∗ Λp1(T ∗

JW,x) < Λ1 for µ-a.e. x ∈ Σ′. That is, for
µ-a.e. x ∈ Σ′, p1(T

∗
JW,x) ∈ {2, 3} for all J ∈ Σ∗. This implies that for µ-a.e. x ∈ Σ′,⋃

J∈Σ∗

T ∗
JW ⊂ span{v2(x), v3(x)}.

Since dimW = 2, it follows that T ∗
JW = W for all J ∈ Σ∗, and thus W is T ∗

i -
invariant for all 1 ≤ i ≤ m.
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Next assume that s0 ∈ (1, 2]. Then, correspondingly, by Theorem 2.9 and Propo-
sition 3.3,

hµ(σ) + Λ1 + (s0 − 1)Λ2 = P (T, s0) ≥ 0,

and

lim
n→∞

1

n
logψs0

W (x|n) = Θ = sup
J∈Σ∗

Λp1(T ∗
JW,x) + (s0 − 1)Λp2(T ∗

JW,x), x ∈ Σ′.

Similarly, the assumption of dimAFF(T,W ) < s0 implies that

hµ(σ) + Θ ≤ P (T,W, s0) < 0,

and consequently,

sup
J∈Σ∗

Λp1(T ∗
JW,x) + (s0 − 1)Λp2(T ∗

JW,x) < Λ1 + (s0 − 1)Λ2

for µ-a.e. x ∈ Σ′. Hence for µ-a.e. x ∈ Σ′,

(p1(T
∗
JW,x), p2(T

∗
JW,x)) ̸= (1, 2) for all J ∈ Σ∗.

This implies that p2(T
∗
JW,x) = 3, and thus v3(x) ∈ T ∗

JW for µ-a.e. x ∈ Σ′. Conse-
quently, for µ-a.e. x ∈ Σ′, (T ∗

J )
−1v3(x) ∈ W for all J ∈ Σ∗. Fix such a point x and

set

V = span

( ⋃
J∈Σ∗

{
(T ∗

J )
−1v3(x)

})
.

It is easy to verify that V ⊂ W , and that (T ∗
J )

−1V = V for all J ∈ Σ∗; equivalently,
T ∗
JV = V for all J ∈ Σ∗. This completes the proof of (ii). □

Remark 7.5. In Proposition 7.4, the conclusion that T is reducible follows alter-
natively from Theorem 1.1(i), using the additional fact that when d = 3, the tuple
{Ti}mi=1 is irreducible if and only if {T∧2

i }mi=1 is irreducible (see, e.g., [41, Lemma
3.3] for a more general statement about this fact).

8. Examples for which S(µ,T,W ) ̸= S(µ,T,W )

In this section, we first provide an example (see Example 8.1) in which we con-
struct a tuple T = (T1, T2, T3) of 2 × 2 antidiagonal matrices with norm < 1/2,
a one-dimensional subspace W of R2 and an ergodic σ-invariant measure µ on
Σ = {1, 2, 3}N such that S(µ,T,W ) ̸= S(µ,T,W ). By Theorem 1.2(iv), this
implies that the projected measure (PWπ

a)∗µ is not exact dimensional for L6-
a.e. a = (a1, a2, a3) ∈ R6. This example was modified from one constructed earlier
by the first author and Caiyun Ma [26], who demonstrated that the orthogonal pro-
jection of an ergodic stationary measure associated with a planar IFS of similarities
with finite rotation group may not be exact dimensional. Then, for a given finite
tuple T of contracting antidiagonal matrices, we provide a criterion to determine
whether there exist an ergodic measure µ and a subspace W ∈ G(2, 1) such that
S(µ,T,W ) ̸= S(µ,T,W ); see Proposition 8.3.
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Example 8.1. Define three 2× 2 matrices T1, T2, T3 by

T1 =

(
0 2

5

1
5

0

)
, T2 =

(
0 2

5

1
5

0

)
, T3 =

(
0 1

5

2
5

0

)
.

Let W ⊂ R2 be the x-axis, i.e. W = {(a, 0) : a ∈ R}. Then PW =

(
1 0
0 0

)
. Let µ

be the (p, P )-Markov measure on Σ, where

p = (p1, p2, p3) =

(
1

4
,
1

4
,
1

2

)
and

P = (pi,j)1≤i,j≤3 =

0 0 1
0 0 1
1
2

1
2

0

 .

That is,
µ([x1 . . . xn]) = px1px1,x2 . . . pxn−1,xn

for each n ≥ 2 and x1 . . . xn ∈ {1, 2, 3}n. Then S(µ,T,W ) ̸= S(µ,T,W ).

Justification. It is easily checked that pP = p and that P is positively irreducible
(i.e. for any i, j, there exists n > 0 such that the (i, j)-entry of P n is positive). By
[56, Theorem 1.13], µ is an ergodic Markov measure. It is well known (see e.g. [56,
p. 103] or [49, p. 246]) that

hµ(σ) = −
∑
i,j

pipi,j log pi,j =
log 2

2
,

and µ is supported on the Markov shift space

Ω =
{
(xn)

∞
n=1 ∈ {1, 2, 3}N : pxn,xn+1 > 0 for all n ≥ 1

}
.

It is easy to check that Ω = Ω1 ∪ Ω2, where

Ω1 = {(xi)∞i=1 : x2i+1 ∈ {1, 2} and x2i+2 = 3 for all i ≥ 0} ,
Ω2 = {(xi)∞i=1 : x2i+1 = 3 and x2i+2 ∈ {1, 2} for all i ≥ 0}.

Moreover,

µ(Ω1) = µ([13]) + µ([23]) =
1

2
, µ(Ω2) = µ([31]) + µ([32]) =

1

2
.

Notice that

(8.1) T1T3 = T2T3 =

(
4
25

0

0 1
25

)
and T3T1 = T3T2 =

(
1
25

0

0 4
25

)
.

A simple calculation using (8.1) yields that for each 0 ≤ s ≤ 1,

lim
n→∞

1

n
logφs(PWTx|n) =

{
s log (2/5) if x ∈ Ω1,
s log (1/5) if x ∈ Ω2.
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Moreover, it is direct to check that

lim
n→∞

1

n
log µ([x|n]) = − log 2

2
= −hµ(σ) for all x ∈ Ω.

By the definitions (1.9)-(1.10), we have

S(µ,T,W, x) =


log 2

2 log(5/2)
if x ∈ Ω1,

log 2

2 log(5)
if x ∈ Ω2.

Since µ is supported on Ω = Ω1 ∪ Ω2, it follows that

S(µ,T,W ) =
log 2

2 log(5/2)
and S(µ,T,W ) =

log 2

2 log(5)
,

so S(µ,T,W ) ̸= S(µ,T,W ). □

Remark 8.2. One can check that the measure µ constructed in Example 8.1 is not
ergodic with respect to σ2. Actually in that example (or more generally, in the case
that T is an arbitrary finite tuple of contracting antidiagonal 2 × 2 real matrices),
if η is a σ-invariant measure that is ergodic with respect to σ2, then

S(η,T,W ′) = S(η,T,W ′) for all W ′ ∈ G(2, 1).

To see this, notice that Ti is of the form(
0 ci
di 0

)
for i = 1, 2, 3. Hence for x ∈ Σ and n ∈ N,

Tx1Tx2 · · ·Tx2n−1Tx2n =

(
u2n(x) 0

0 v2n(x)

)
,

with

u2n(x) = cx1dx2cx3dx4 · · · cx2n−1dx2n , v2n(x) = dx1cx2dx3cx4 · · · dx2n−1cx2n .

Since η is ergodic with respect to σ2, by the Birkhoff ergodic theorem, for η-a.e. x ∈
Σ,

lim
n→∞

1

n
log u2n(x) =

3∑
i=1

3∑
j=1

(log(cidj))η([ij])

=
3∑

i=1

3∑
j=1

(log(ci) + log(dj))η([ij])

=
3∑

i=1

(log(cidi))η([i]).

Similarly, for η-a.e. x ∈ Σ, limn→∞
1
n
log v2n(x) =

∑3
i=1(log(cidi))η([i]). This is, the

two Lyapunov exponents of the cocycle x→ T ∗
x1

with respect to η are the same. Thus,

by Proposition 7.2(2), we have S(η,T,W ′) = S(η,T,W ′) for all W ′ ∈ G(2, 1).
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Proposition 8.3. Let m ≥ 2 and let T = (T1, . . . , Tm) be a tuple of 2 × 2 real
matrices of the form

Ti =

(
0 ci
di 0

)
,

where 0 < |ci|, |di| < 1 for i = 1, . . . ,m. Then the following two statements are
equivalent.

(i) There exist distinct i, j ∈ {1, . . . ,m} such that |ci/di| ̸= |cj/dj|.
(ii) There exist an ergodic measure µ and a subspace W ∈ G(2, 1) such that

S(µ,T,W ) ̸= S(µ,T,W ).

Proof. The proof is based on Proposition 7.2(2). Notice that for each x ∈ Σ and
n ∈ N,
(8.2) Tx|2n = diag(u2n(x), v2n(x)),

where

u2n(x) = cx1dx2cx3dx4 · · · cx2n−1dx2n ,

v2n(x) = dx1cx2dx3cx4 · · · dx2n−1cx2n .
(8.3)

We first assume that |c1/d1| = |c2/d2| = . . . = |cm/dm|. Then |u2n(x)| = |v2n(x)|
for all x ∈ Σ and n ∈ N. Consequently, for every ergodic σ-invariant measure µ
on Σ, the two Lyapunov exponents Λ1,Λ2 of the cocycle x 7→ T ∗

x1
with respect to

µ are equal. By Proposition 7.2(2), S(µ,T,W ) = S(µ,T,W ) for every subspace
W ∈ G(2, 1). This proves the direction (ii) =⇒ (i).

Next we assume that there exist distinct i, j ∈ {1, . . . ,m} such that

|ci/di| ̸= |cj/dj|.
Without loss of generality, we may assume i = 1, j = 2 and |c1d2| > |c2d1|. Let N
be a positive integer. Define two words A,B ∈ {1, 2}2N by

A = (12)N , B = (12)N−121.

Then define a σ2N -invariant compact subset Y of Σ by

Y = {y = w1w2 . . . wn . . . : wi ∈ {A,B} and wiwi+1 ̸= BB for all i ≥ 1}.
It is direct to check that the topological entropy of Y with respect to σ2N satisfies

htop(Y, σ
2N) = log

(
(
√
5 + 1)/2

)
;

see e.g. [56, Theorem 7.13(ii)]. Define

X =
2N−1⋃
i=0

σi(Y ).

It is easy to check that σ(X) ⊂ X and

htop(X, σ) =
1

2N
htop(Y, σ

2N) =
1

2N
log
(
(
√
5 + 1)/2

)
.
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Below, we show that when N is large enough, for every ergodic σ-invariant measure
µ supported on X with positive entropy, it holds that S(µ,W ) ̸= S(µ,W ) when W
is either the x-axis or the y-axis.

From the constructions of Y and X, we see that for each x = (xn)
∞
n=1 ∈ X, either

lim inf
n→∞

1

n
#{1 ≤ k ≤ n : x2k−1x2k = 12} ≥ N − 1

N
and

lim inf
n→∞

1

n
#{1 ≤ k ≤ n : x2kx2k+1 = 21} ≥ N − 3

N
,

or

lim inf
n→∞

1

n
#{1 ≤ k ≤ n : x2k−1x2k = 21} ≥ N − 3

N
and

lim inf
n→∞

1

n
#{1 ≤ k ≤ n : x2kx2k+1 = 12} ≥ N − 1

N
.

Since |c1d2| ̸= |c2d1|, it follows that when N is large enough,

(8.4) lim sup
n→∞

1

n
log |u2n(x)| ̸= lim sup

n→∞

1

n
log |v2n(x)| for all x ∈ X;

as one of these two limits is close to log |c1d2|, and the other one is close to log |c2d1|.
Now suppose that N is large enough so that (8.4) holds. Let µ be an ergodic σ-

invariant measure supported on X such that hµ(σ) > 0 (for instance, we may choose
µ as an ergodic invariant measure on X with maximal entropy). Let Λ1 ≥ Λ2 be the
Lyapunov exponents of the cocycle x 7→ T ∗

x1
with respect to µ. By (8.2) and (8.3),

for µ-a.e. x ∈ Σ,

either lim
n→∞

1

2n
log |u2n(x)| = Λ1, lim

n→∞

1

2n
log |v2n(x)| = Λ2,

or lim
n→∞

1

2n
log |u2n(x)| = Λ2, lim

n→∞

1

2n
log |v2n(x)| = Λ1.

(8.5)

This, combined with (8.4), implies that Λ1 > Λ2. Now write

Ω =

{
x ∈ Σ: lim

n→∞

1

2n
log |v2n(x)| = Λ2

}
.

By (8.3), Ω = σ−2Ω, and moreover, v2n(x) ≈ u2n(σx) for each x ∈ Σ. It follows
from (8.5) that

µ(Ω ∩ σ(Ω)) = 0 and µ(Ω ∪ σ(Ω)) = 1,

which implies that µ(Ω) = 1/2. Let R2 =
⊕2

i=1Ei(x), x ∈ Σ′, be the associated
Oseledets splittings for the cocycle x 7→ T ∗

x1
and µ. Let W be the y-axis, i.e.,

W = {(0, y) : y ∈ R}. Since µ(Ω) = 1/2, we have

(8.6) µ {x ∈ Σ′ : E2(x) =W} = µ
{
x ∈ Σ′ : E2(x) = W⊥} =

1

2
.

Finally, notice that

Λ1 ≤ log (max{|c1|, . . . , |cm|, |d1|, . . . , |dm|}) =: λ < 0.
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We may also require that N is large enough so that

htop(X, σ) =
1

2N
log
(
(
√
5 + 1)/2

)
< −λ ≤ −Λ1 < −Λ2.

Since µ is supported on X, we have hµ(σ) ≤ htop(X, σ) (see e.g. [56, Theorem 8.6]).
It follows that

(8.7) hµ(σ) > 0, hµ(σ) + Λ2 < 0.

Since Λ1 > Λ2, by (8.6), (8.7) and Proposition 7.2(2), we conclude that

S(µ,T,W ) ̸= S(µ,T,W ), S(µ,T,W⊥) ̸= S(µ,T,W⊥).

This proves the direction (i) =⇒ (ii). □

9. Final remarks

In the section we give a few remarks.

In our main theorems, the assumption that ∥Ti∥ < 1/2 for 1 ≤ i ≤ m can
be weaken to maxi̸=j(∥Ti∥ + ∥Tj∥) < 1. Indeed the first assumption is only used
to guarantee the self-affine transversality condition (see Lemmas 5.4 and 6.2). As
pointed in [7, Proposition 10.4.1], the second assumption is sufficient for the self-
affine transversality condition.

In the special case where Ti = ρiOi for all 1 ≤ i ≤ m, with 0 < ρi < 1 and Oi

being orthogonal, it is straightforward to verify that for eachW ∈ G(d, k) and every
s ∈ [0, k], we have

φs(PWTI) = (ρI)
s

for I ∈ Σ∗. Furthermore, for each ergodic σ-invariant measure µ, the Lyapunov
exponents Λ1, . . . ,Λm for the cocycle x 7→ T ∗

x1
with respect to µ are all equal. Thus,

by the definition of dimAFF(T,W ) (see (1.4)) and Lemma 3.5, we have

dimAFF(T,W ) = min{dimW, dimAFF(T)},

and

S(µ,T,W ) = S(µ,T,W ) = min{dimW, dimLY(µ,T)}.

Therefore, in this case, there is no dimension drop regarding the projections of Ka

and πa
∗µ for almost all a if ρi < 1/2 for all i.

We remark that Example 8.1 provides a negative answer to a question posed in
[23, p. 709] whether every ergodic stationary measure associated with an affine IFS
is dimension conserving with respect to PW⊥ for almost every subspace W (with
respect to the so-called Furstenberg measures); see the remark after [23, Theorem
1.6].
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Appendix A. Main notation and conventions

For the reader’s convenience, we summarize in Table 1 the main notation and
typographical conventions used in this paper.

Table 1. Main notation and conventions

T A tuple (T1, . . . , Tm) of invertible d×d real matrices with ∥Ti∥ < 1
TI Ti1 · · ·Tin for I = i1 . . . in
T ∗
I (TI)

∗, where ∗ stands for transpose
{fai }mi=1 An IFS {Tix+ ai}mi=1 on Rd with a = (a1, . . . , am) (cf. Section 1)
Ka The attractor of {fai }mi=1

(Σ, σ) One-sided full shift over the alphabet {1, . . . ,m}
πa : Σ → Ka Coding map associated with {fai }mi=1 (cf. Section 1)
g∗µ Push-forward of µ by g, i.e. g∗µ = µ ◦ g−1

PW Orthogonal projection onto W
φs Singular value function (cf. (1.3))
⌊s⌋ Integral part of s
dimAFF(T) Affinity dimension of T (cf. Definition (1.4))
dimAFF(T,W ) (cf. (1.5))
Matd(R) The set of d× d real matrices
Hs s-dimensional Hausdorff measure
GLd(R) The set of invertible d× d real matrices
G(d, k) Grassmann manifold of k-dimensional linear subspaces of Rd

γd,k The natural invariant measure on G(d, k)
Sn(µ,T,W, x) (cf (1.8), (1.9))
S(µ,T,W, x) (cf (1.10))
S(µ,T,W ), S(µ,T,W ) (cf. (1.11))
dimLY(µ,T) Lyapunov dimension of µ w.r.t. T (cf. Definition 2.14)
P (σ, {fn}∞n=1) Topological pressure of a subadditive potential {fn}∞n=1 on (Σ, σ)

(cf. Section 2.4)
hµ(σ) Measure-theoretic entropy of µ w.r.t. σ
αi(A), i = 1, . . . , d The i-th singular value of a d× d matrix A (cf. Section 1)
α(v) Smallest angle generated by an ordered basis v of an ambient space

(cf. Definition 2.3)
Λi, i = 1, . . . , d The i-th Lyapunov exponent of the cocycle x 7→ T ∗

x1
w.r.t. µ

(cf. (2.13) or Theorem 3.1)
ψs
W (cf. (4.1))

P (T,W, s) Topological pressure of the subadditive potential {logψs
W (·|n)}∞n=1

P (T, s) Topological pressure of the subadditive potential {logφs(T ∗
·|n)}

∞
n=1

span(E) Smallest linear subspace of the ambient space that contains E
p(W,v) Pivot position vector of W ∈ G(d, k) with respect to an ordered

basis v of Rd (cf. Definition 2.6)
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Birkhäuser/Springer, Cham, 2015.

[18] Kenneth J. Falconer and Xiong Jin. Exact dimensionality and projections of random self-
similar measures and sets. J. Lond. Math. Soc. (2), 90(2):388–412, 2014.

[19] Kenneth J. Falconer and Tom Kempton. The dimension of projections of self-affine sets and
measures. Ann. Acad. Sci. Fenn. Math., 42(1):473–486, 2017.

[20] Kenneth J. Falconer and Jun Miao. Dimensions of self-affine fractals and multifractals gener-
ated by upper-triangular matrices. Fractals, 15(3):289–299, 2007.
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