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Abstract. Let µ be the self-similar measure associated with a homogeneous it-

erated function system Φ = {λx + tj}mj=1 on R and a probability vector (pj)
m
j=1,

where 0 ̸= λ ∈ (−1, 1) and tj ∈ R. Recently by modifying the arguments of Varjú

in [26], Rapaport and Varjú [22] showed that if t1, . . . , tm are rational numbers and

0 < λ < 1, then

dimµ = min

{
1,

∑m
j=1 pj log pj

log |λ|

}
unless Φ has exact overlaps. In this paper, we further show that the above equality

holds in the case when t1, . . . , tm are algebraic numbers and 0 < |λ| < 1. This

is done by adapting and extending the ideas of Breuillard, Rapaport and Varjú in

[7, 8, 22, 26].

1. Introduction

1.1. Background and our main result. In this paper, by an iterated function

system (IFS) we mean a finite family Φ = {φj}mj=1 of contracting similarities on R,
taking the form

φj(x) = λjx+ tj,

where 0 ̸= λj ∈ (−1, 1) and tj ∈ R for 1 ≤ j ≤ m. It is well known [16] that there

exists a unique nonempty compact set K ⊂ R such that

K =
m⋃
j=1

φj(K).

We call K the self-similar set generated by Φ. Let p = (pj)
m
j=1 be a probability vector

with strictly positive entries. By [16] there exists a unique Borel probability measure

µ on R such that

µ =
m∑
j=1

pjµ ◦ φ−1
j .

Actually µ is fully supported on K. We call µ the self-similar measure associated

with Φ and p. It is known [12] that µ is exact dimensional, in the sense that the limit

lim
r→0

log µ([x− r, x+ r])

log r
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exists and is equal to a constant for µ-almost every x; we write dimµ for this constant

and call it the dimension of µ.

The dimension theory of self-similar measures is a central topic in fractal geometry.

Let µ = µΦ,p be the self-similar measure associated with an IFS Φ = {φj(x) =

λjx + tj}mj=1 on R and a probability vector p with strictly positive entries. There is

a natural upper bound for dimµ in terms of the entropy H(p) and the Lyapunov

exponent χ. That is, writing

(1.1) H(p) :=
m∑
j=1

−pj log pj and χ := −
m∑
j=1

pj log|λj|,

one has

(1.2) dimµ ≤ min

{
1,

H(p)

χ

}
;

see e.g. [11, Corollary 5.2.3]. It turns out that the equality in (1.2) holds in many cases,

such as when the IFS Φ satisfies the open set condition (see e.g. [11, Theorem 5.2.5]).

Here Φ is said to satisfy the open set condition if there is a nonempty open set U ⊂ R
such that φj(U), 1 ≤ j ≤ m, are disjoint subsets of U . On the other hand, there are

some circumstances in which the dimension drop (that is, dimµ < min {1, H(p)/χ})
can occur. For n ∈ N and J = j1 . . . jn ∈ {1, . . . ,m}n, write for brevity

φJ = φj1 ◦ · · · ◦ φjn and λJ = λj1 · · ·λjn .

The IFS Φ is said to have exact overlaps if there exist n and distinct J1, J2 ∈
{1, . . . ,m}n such that φJ1 = φJ2 . It is not difficult to see that dimµ < min {1, H(p)/χ}
whenever Φ has exact overlaps and dimµ < 1. The following folklore conjecture,

which is also called the exact overlaps conjecture, asserts that these are the only

circumstances in which the dimension drop can occur.

Conjecture 1.1. Let µ be the self-similar measure associated with the IFS Φ on R
and the probability vector p. If Φ has no exact overlaps, then

dimµ = min

{
1,

H(p)

χ

}
.

A version of this conjecture for the dimension of self-similar sets was first stated

by Simon [24].

In recent years, significant progress has been made towards Conjecture 1.1. The

first breakthrough was achieved by Hochman [13], who proved Conjecture 1.1 if the

IFS Φ satisfies the exponential separation condition. To introduce this separation

condition, for n ∈ N define

∆n = min {|φw1(0)− φw2(0)| : w1, w2 ∈ {1, . . . ,m}n, w1 ̸= w2 and λw1 = λw2} .

The IFS Φ is said to satisfy the exponential separation condition if there exists c > 0

such that ∆n ≥ cn for infinitely many n. The exponential separation condition is

satisfied by broad families of ovelapping IFSs. For instance, it is satisfied by every
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algebraic IFS Φ on R (i.e., all the parameters λj and tj are algebraic numbers) that

does not allow exact overlaps; see [13, Theorem 1.5].

As a far-reaching extension of Hochman’s result, Rapaport [21] recently established

the conjecture if only the contraction parameters λj are assumed to be algebraic.

Another important breakthrough was made by Varjú [26], who showed that if µ is a

Bernoulli convolution (that is, µ is the self-similar measure associated with the IFS

Φλ = {λx, λx + 1} and the probability vector p = (1/2, 1/2), where 1/2 < λ < 1),

then dimµ = 1 if λ is transcendental. Combined with Hochman’s result regarding

IFSs with algebraic parameters, this verifies Conjecture 1.1 for the family of Bernoulli

convolutions.

Very recently, Rapaport and Varjú [22] investigated homogeneous IFSs of three

maps. Among other things, they proved that for each (λ, τ) ∈ (22/3, 1)×R, Conjecture
1.1 holds for the IFS Φλ,τ = {λx, λx + 1, λx + τ} with equal probability weights.

Moreover, by modifying the arguments of Varjú in [26], Rapaport and Varjú showed

that Conjecture 1.1 holds for every homogeneous IFS Φ = {λx+ tj}mj=1 with positive

contraction ratio λ and rational translations tj (see [22, Theorem A.8]).

We remark that a stronger version of Conjecture 1.1 involving the Lq dimension

(for q ≥ 1) instead of dimension of measures was established by Shmerkin [23] under

the exponential separation condition. Subsequently, the Lq dimension (for 0 < q < 1)

of self-similar measures on R was also determined by Barral and the first author [4]

under the same separation condition. It is worth pointing out that there are some

IFSs without exact overlaps for which the exponential separation condition fails; see

[1, 3] and also [2, 9].

The main result of this paper is the following theorem, which verifies Conjecture

1.1 for homogeneous IFSs with algebraic translations. It is a natural generalization

of [22, Theorem A.8].

Theorem 1.2. Let µ be the self-similar measure associated with a homogeneous IFS

Φ = {λx + tj}mj=1 on R and a probability vector p, where 0 ̸= λ ∈ (−1, 1). Assume

that all the translations tj are algebraic numbers. If Φ has no exact overlaps, then

dimµ = min

{
1,

H(p)

− log|λ|

}
.

1.2. About the proof. Our proof of Theorem 1.2 is adapted from Rapaport and

Varjú [22, Appendix A] and Varjú [26]. Below we present two of the main ingredients

used in the proof, which are the variants of the corresponding results in [7, 8, 22, 26]

in our setting.

Throughout this subsection, let Φ = {λx + tj}mj=1 be a fixed homogeneous IFS

with 0 ̸= λ ∈ (−1, 1) and tj being algebraic numbers, and let p = (pj)
m
j=1 be a fixed

probability vector. Write

D = {ti − tj : 1 ≤ i, j ≤ m}.
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For n ∈ N, let Pn denote the set of polynomials in one variable of degree not exceeding

n and with coefficients in D. That is,

(1.3) Pn =

{
n∑

i=0

aiX
i : ai ∈ D for all 0 ≤ i ≤ n

}
.

For α > 0 and n ∈ N, write

En
α = {η ∈ (−1, 1) \ {0} : dimµη < α and P (η) = 0 for some 0 ̸= P ∈ Pn} ,

where µη denotes the self-similar measure associated with the IFS {ηx + tj}mj=1 and

the probability vector p.

The first main ingredient of our proof is the following theorem, which is a variant

of [7, Theorem 1] and [22, Theorem A.2] for homogeneous IFSs with algebraic trans-

lations. It states roughly that if there is a dimension drop for µλ, then there are fast

algebraic approximations (ηn) to λ for infinitely many n such that dimµηn also drop.

Theorem 1.3. Suppose that dimµλ < min{1,−H(p)/ log|λ|}. Then for every ε > 0

and n0 ≥ 1, there exist n ≥ n0 and η ∈ En
dimµλ+ε such that

|λ− η| ≤ exp(−n1/ε).

To present another ingredient of our proof, let us first introduce some notation and

definitions. Let ν be an atomic measure defined by ν =
∑m

j=1 pjδtj . For η ∈ C with

0 < |η| < 1, the Garsia entropy hη,ν of η and ν is defined by

(1.4) hη,ν = lim
n→∞

H(
∑n−1

j=0 ξjη
j)

n
,

where (ξn)
∞
n=0 is a sequence of independent random variables with common law ν,

and H(·) stands for the Shannon entropy of a discrete random variable (see (3.1)).

The above limit always exists, following from a subadditive argument.

Recall that if f(X) = an
∏n

i=1(X − βi) =
∑n

i=0 aiX
i ∈ Z[X] is the minimal poly-

nomial of an algebraic number β, then the Mahler measure of β is defined as

(1.5) M(β) = |an|
n∏

i=1

max{1, |βi|}.

The following theorem is a variant of [26, Theorem 9] for homogeneous IFSs with

algebraic translations, which gives a natural relation between the Garsia entropy

and the Mahler measure. We remark that [26, Theorem 9] directly follows from [8,

Proposition 13].

Theorem 1.4. For any h ∈ (0, H(p)), there is a positive number M depending on h,

t1, . . . , tm and p1, . . . , pm, such that hη,ν ≥ h for every algebraic number η ∈ (−1, 1)

with M(η) ≥ M .
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By assuming Theorems 1.3 and 1.4, we can prove Theorem 1.2 by simply following

the arguments in [22, Theorem A.8] with slight modifications. Below we briefly

introduce the ideas for the proofs of Theorems 1.3 and 1.4. The details will be given

in Sections 5 and 6.

To prove Theorem 1.3, we first establish a separation result (see Proposition 2.9),

stating that if λ1, λ2 are distinct algebraic numbers each of which is a root of a

polynomial in Pn, then

|λ1 − λ2| ≥ 2n−Mn if n ≥ N,

where M,N are two positive constants depending on t1, . . . , tm. This is a slight

generalization of [22, Lemma 4.1] (which is due to Mahler [18], giving a similar lower

bound 2n−5n for the distance between roots of integer polynomials with bounded

coefficients). Thanks to this separation result, Theorem 1.3 can be proved by following

the exact proof of [22, Theorem A.2] except for some minor modifications of the

involved auxiliary lemmas and propositions.

To prove Theorem 1.4, we may assume that η is a root of a polynomial in
⋃∞

n=1Pn;

otherwise hη,ν = H(p) and there is nothing to prove. Next we choose a real algebraic

integer θ such that

Q(θ) = Q(D),

where for Z ⊂ C, Q(Z) stands for the smallest subfield of C containing both Q and

Z. The existence of such θ follows from Lemma 2.6. Set d = deg(θ) and let θi,

i = 1, . . . , d, be the algebraic conjugates of θ over Q. We manage to show that there

is a constant C (depending only on D and θ) such that

(1.6)
d∏

i=1

M̃Q(θi)(ηi) ≥ CM(η),

where ηi (i = 1, . . . , d) are some suitably chosen algebraic numbers with

[Q(θi, ηi) : Q(θi)] < ∞,

and M̃Q(θi)(ηi) are defined as

M̃Q(θi)(ηi) =
∏
j

1

min{1, |βj|}
,

where the product is taken over all algebraic conjugates βj of ηi over the field Q(θi),

including ηi itself. Due to (1.6), we may choose k0 ∈ {1, . . . , d} such that

(1.7) M̃Q(θk0 )
(ηk0) ≥ C1/dM(η)1/d.

Assume that M(η) is large enough (saying, greater than C−1/d). Then the left hand

side of (1.7) is larger than 1, so replacing ηk0 by one of its algebraic conjugates over

Q(θk0) if necessary, we may assume that

|ηk0| < 1.

Notice that ηk0 might take value in C \ R.
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To conclude Theorem 1.4, we manage to extend a deep result of Breuillard and

Varjú (see [8, Proposition 13]) on the relation between the Garsia entropy and the

Mahler measure from homogeneous IFSs on R with rational translations to homoge-

neous IFSs on C with complex algebraic translations; see Proposition 6.2. From this

result, we are able to derive that

hη,ν ≥ Φν′

(
M̃Q(θk0 )

(ηk0)
)

for a certain atomic probability measure ν ′ on C, where Φν′ is defined as in (6.1) (in

which ν is replaced by ν ′). Since Φν′(a) tends to H(p) as a → ∞, the above inequality

and (1.7) yield Theorem 1.4.

We actually prove a more general version of Theorem 1.4 in which t1, . . . , tm and

η are assumed to be complex algebraic numbers (see Theorem 6.1), which might be

helpful for the study of homogeneous self-similar measures on R2 or higher dimensional

spaces.

1.3. Structure of the article. In Section 2 we collect some results about roots of

polynomials with integer or algebraic coefficients, which we will use at various places

in the paper, in particular in the proofs of Theorems 1.2 and 1.3. In Section 3, we

review two notions of entropy and present their basic properties. In Section 4 we

prove Theorem 1.2 by assuming Theorems 1.3 and 1.4. The proofs of Theorems 1.3

and 1.4 are respectively given in Sections 5 and 6.

2. Distribution of roots of polynomials

In this section, we collect some properties about roots of polynomials with coef-

ficients in a given finite set of algebraic numbers, which we will mainly use in the

proofs of Theorems 1.2 and 1.3. Many of them are standard, and the others are the

extensions of the corresponding results in [7, 22] about integer polynomials.

Throughout this section, let D be a fixed finite set of algebraic numbers in C. For
n ≥ 1, let Pn denote the collection of polynomials in X of degree not exceeding n

and with coefficients in D. That is,

(2.1) Pn =

{
n∑

i=0

aiX
i : ai ∈ D for all 0 ≤ i ≤ n

}
.

2.1. Polynomials, Mahler measure and height. We first introduce some stan-

dard notation and definitions. For S ⊂ C, by S[X] and S[X1, . . . , Xk] we respectively

denote the sets of the univariate polynomials in variable X and the multivariate

polynomials in variables X1, . . . , Xk with coefficients in S.
For α, α1, . . . , αk ∈ C, we write

S[α] = {P (α) : P ∈ S[X]}

and

S[α1, . . . , αk] = {P (α1, . . . , αk) : P ∈ S[X1, . . . , Xk]} ,
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where P (α) or P (α1, . . . , αk) denotes the evaluation of a polynomial P at α or

(α1, . . . , αk). Write S[A] = S[α1, . . . , αk] if A = {α1, . . . , αk}. We adapt the no-

tation with S replaced by Q,Z, C or any field K ⊂ C. For A ⊂ C, let Q(A) denote

the smallest field containing Q and A, and let Q(α) be the smallest field containing

Q and α ∈ C.
For f =

∑n
i=0 aiX

i ∈ C[X], the degree of f is denoted as deg f , and we write

ℓq(f) =

(
n∑

i=0

|ai|q
)1/q

for 1 ≤ q < ∞, and ℓ∞(f) = max
0≤i≤n

|ai|.

Similar notations are used for multivariate polynomials.

Definition 2.1 (Mahler measure). The Mahler measure of f =
∑n

i=0 aiX
i ∈ C[X] is

defined as

(2.2) M(f) := |an|
n∏

i=1

max {1, |αi|} ,

where α1, . . . , αn are the roots of f . For an algebraic number α ∈ C, the Mahler

measure of α is defined by M(α) := M(g), where g is the minimal polynomial of α

in Z[X] with coprime coefficients.

By the above definition, M(α) ≥ 1 for every algebraic number α. Following [19,

Chapter 14], we define the height of an algebraic number α ∈ C as

(2.3) H(α) = M(α)1/degα,

where degα stands for the degree of α over Q. Clearly H(α) ≥ 1.

It is immediate from (2.2) that

M(fg) = M(f)M(g) for f, g ∈ C[X].

Below we list more properties about the Mahler measure and height.

Lemma 2.2 ([6, Lemma 1.6.7]). Let f ∈ C[X] with deg f = n. Then M(f) ≤ ℓ1(f).

Moreover, (
n

⌊n/2⌋

)−1

ℓ∞(f) ≤ M(f) ≤ ℓ2(f) ≤
√
n+ 1 ℓ∞(f),

where ⌊x⌋ stands for the integral part of x.

Lemma 2.3 ([17, Equation 4]). Let f ∈ C[X] with deg f = n. Then

ℓ1(f) ≤ 2nM(f).

Lemma 2.4 ([19, Proposition 14.7]). Let f ∈ Z[X1, . . . , Xk] such that the partial

degree of f in Xj is at most Lj for 1 ≤ j ≤ k. Let α1, . . . , αk be algebraic numbers.

Then

H(f(α1, . . . , αk)) ≤ ℓ1(f)
k∏

j=1

H(αj)
Lj .
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Let [K1 : K2] denote the degree of a field extension K2/K1, that is, the dimension

of K1 as a vector space over K2 ([20]).

Lemma 2.5 ([19, Proposition 14.13]). Let K ⊂ C be an extension field of Q with

k = [K : Q] < ∞. If α ̸= 0 is in K, then |α| ≥ H(α)−k.

Lemma 2.6 ([20, Corollary 5.8]). Let α1, . . . , αk be algebraic numbers. Then there

exists an algebraic integer θ such that Q(α1, . . . , αk) = Q(θ).

2.2. The distribution of roots of polynomials with coefficients in D. Recall

that D is a fixed finite set of algebraic numbers, and Pn, n ∈ N, are defined as in

(2.1).

The following proposition is a slight extension of [22, Lemma 4.2] (see also, [5] and

[7, Lemma 26]).

Proposition 2.7. For ε > 0, there exists k = k(ε,D) > 0 such that every polynomial

P in
⋃∞

n=1 Pn has at most k nonzero roots of modulus at most 1− ε.

Proof. The proposition was proved in [22, Lemma 4.2] in the case when D is a finite

set of integers. Here we follow that proof with slight modifications. Let ε > 0. Set

ρ =
max{|s| : 0 ̸= s ∈ D}
min{|s| : 0 ̸= s ∈ D}

.

Define

a(j) =
j

j + 1
· 1

[ρ(j + 1)]1/j
for j ∈ N.

Then a(j) → 1 as j → ∞. So we may pick a large integer k such that a(k) > 1− ε/2.

Let P ∈ Pn for some n ∈ N, and let z1, . . . , zN be the nonzero roots, repeated

according to multiplicity, of P in the open disc |z| < 1 − ε. Below we prove that

N ≤ k.

Set u = min{|s| : 0 ̸= s ∈ D} and

Q =
P

uXm
,

where m is the lowest degree of the monomials in P . Then |Q(0)| ≥ 1 and ℓ∞(Q) ≤ ρ.

Write r = k/(k + 1). Then 1 − ε/2 < a(k) < r. By Jensen’s formula and since

|Q(0)| ≥ 1,

(2.4)
N∑
j=1

log
r

|zj|
≤
∫ 1

0

log |Q(re2πit)|dt.

Note that for each t ∈ [0, 1],

|Q(re2πit)| ≤ ρ(1 + r + r2 + · · · ) = ρ

1− r
= ρ(k + 1).

Since |zj| ≤ a(k) for 1 ≤ j ≤ N , by (2.4),

N log(ρ(k + 1))1/k ≤ log(ρ(k + 1)).
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This concludes N ≤ k. □

As a consequence of the above proposition, we give the following corollary which

is an analogue of [22, Lemma 4.3] in our setting.

Corollary 2.8. For any ε ∈ (0, 1/2), there exists c = c(ε) ∈ (0, 1) such that the

following holds. Let n ∈ N, 0 ̸= P ∈ Pn and 0 < r < εn2−n. Suppose that |P (λ)| ≤ r

for some λ ∈ C with ε ≤ |λ| ≤ 1− ε. Then there exists η ∈ C such that P (η) = 0 and

|λ− η| ≤ (2nϵ−nr)c.

Proof. The proof is nearly identical to that of [22, Lemma 4.3]. For the reader’s

convenience, we include the details.

Let ε ∈ (0, 1/2), and let n, P, r be given as in the statement of the lemma. By

Proposition 2.7, there exists an integer k = k(ϵ,D) (independent of P ) such that

P has at most k nonzero roots of modulus at most 1 − ε/2 (repeated according to

multiplicity). Denote these roots by η1, . . . , ηm. Then m ≤ k and

r ≥ |P (λ)| ≥ (ε/2)n−m ·
m∏
j=1

|ηj − λ|.

Hence there exists some 1 ≤ j ≤ m such that

|ηj − λ| ≤ (r · (ε/2)−n)1/m ≤ (2nϵ−nr)1/k.

This completes the proof of the corollary by taking c = 1/k. □

2.3. A separation property of roots of polynomials in Pn. The main result in

the subsection is the following proposition, which is an analogue of [22, Lemma 4.1].

Proposition 2.9. There exists M = M(D) > 0 such that the following holds for all

sufficiently large n. Let λ1 ̸= λ2 be two algebraic numbers each of which is a root of

a polynomial in Pn. Then |λ1 − λ2| > 2n−Mn.

To prove the above proposition, we start with a result essentially due to Mahler [18].

For n ∈ N and a > 0, write

(2.5) F(n, a) := {P ∈ Z[X] : ℓ∞(P ) ≤ a and degP ≤ n} .

Lemma 2.10. Let n ≥ 4, a > 0, and let λ1, λ2 be two distinct algebraic numbers each

of which is a root of a polynomial in F(n, a). Then

|λ1 − λ2| > 2n−4na−4n+2.

Proof. We follow the proof of [22, Lemma 4.1] with minor modifications. Let n, a, λ1, λ2

be given as in the statement of the lemma. Suppose P1(λ1) = 0 and P2(λ2) = 0 for

some P1, P2 ∈ F(n, a). Let P1 = Rk1
1 · · ·Rks

s and P2 = Qh1
1 · · ·Qht

t be respectively the

irreducible factorizations of P1 and P2 in Z[X].

Without loss of generality assume that R1(λ1) = 0 and Q1(λ2) = 0. If λ1 and λ2

are Galois conjugates, then take P = R1 or Q1, otherwise, take P = R1Q1. In both
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cases, degP ≤ 2n, and M(P ) ≤ M(P1)M(P2) ≤ (n + 1)a2 by Lemma 2.2. Hence

applying [18, Theorem 2] to P gives

|λ1 − λ2| >
√
3(2n)−(n+1)((n+ 1)a2)−2n+1

>
√
3 2−3nn−3na−4n+2

> 2n−4na−4n+2,

where we use the assumption n ≥ 4 in the last inequality. □

To apply Lemma 2.10, we need the following result.

Lemma 2.11. Let λ ∈ C. If λ is a root of a polynomial f ∈ Pn for some n ≥ 1,

then λ is a root of a polynomial F ∈ F(dn, C(n+ 1)d), where d = [Q(D) : Q], C is a

constant depending on D and F(·, ·) is defined as in (2.5).

Proof. By Lemma 2.6, we can choose an algebraic integer θ such that Q(θ) = Q(D).

Then we can take L ∈ N such that

(2.6) Ls ∈ Z[θ] for all s ∈ D.

Notice that the degree of Q(D) over Q is d, so deg(θ) = d. Let θ1, . . . , θd be the

algebraic conjugates of θ, with θ1 = θ. For j = 1, . . . , d, let

σj : Q(θ) → Q(θj)

be the field isomorphism such that σj(a) = a for all a ∈ Q and σj(θ) = θj.

Let λ ∈ C and suppose that P (λ) = 0 for some P =
∑n

i=0 aiX
i ∈ Pn. Define

F ∈ C[X] by

F = Ld

d∏
j=1

(
n∑

i=0

σj(ai)X
i

)
=

d∏
j=1

(
n∑

i=0

σj(Lai)X
i

)
.

Clearly F (λ) = 0, deg(F ) ≤ dn and

ℓ∞(F ) ≤ ℓ1(F ) ≤ Ld

d∏
j=1

(
n∑

i=0

|σj(ai)|

)
≤ C(n+ 1)d,

where C := Ld max{|σj(s)|d : 1 ≤ j ≤ d, s ∈ D}.
To conclude the lemma, it remains to show that F ∈ Z[X]. By (2.6), Lai ∈ Z[θ]

for all 0 ≤ i ≤ n. Hence there exist integer polynomials Qi, i = 0, . . . , n, such that

Lai = Qi(θ). It follows that for 0 ≤ i ≤ n and 1 ≤ j ≤ d,

σj(Lai) = σj(Qi(θ)) = Qi(θj).

Therefore

F =
d∏

j=1

(
n∑

i=0

Qi(θj)X
i

)
=

dn∑
k=0

βkX
k.

Notice that each βk is a symmetric polynomial in θ1, . . . , θd with integral coefficients.

Since θ is an algebraic integer, it follows that βk ∈ Z, and so F ∈ Z[X]. □
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Now we are ready to prove Proposition 2.9.

Proof of Proposition 2.9. Let d, C be the constants as in Lemma 2.11. A combination

of Lemmas 2.10 and 2.11 gives

|λ1 − λ2| > 2(dn)−4dn[(C(n+ 1))d]−4dn+2 > 2n−(4d2+4d+1)n,

for n sufficiently large depending onD. TakingM = 4d2+4d+1 finishes the proof. □

2.4. The order of zeros of polynomials under certain constrains. The follow-

ing proposition is an analogue of [22, Lemma 2.3] in our setting.

Proposition 2.12. Let ε > 0 and k ∈ N. There exists a positive integer N =

N(ϵ, k,D) such that the following holds. Let n ∈ N with n ≥ N , and λ, η ∈ (−1, 1)

such that η is algebraic with deg η ≤ n and 0 < |λ − η| ≤ 1. Let n′ ∈ N such that

n′ ≥ (k + 2)n1+ε. Let 0 ̸= P ∈ Pn′
. Suppose that

(2.7) (2M(η))dn
′/k|P (λ)|1/k ≤ |λ− η| ≤ (2M(η))−dn′

,

where d := [Q(D) : Q]. Then η is a zero of P of order at least k.

The proof of Proposition 2.12 relies on the following result which is contained in

the proof of [22, Lemma 4.6]. As was noted by Rapaport and Varjú [22], this result

was due to V. Dimitrov.

Lemma 2.13. Let λ, η be distinct nonzero numbers in (−1, 1). Let 0 ̸= P ∈ Pn′
for

some n′ ∈ N. Let m be the order of vanishing of P at η, where we allow m = 0. Then∣∣∣∣P (m)(η)

m!

∣∣∣∣ ≤ (n′)m+2D|λ− η|+ |P (λ)|
|λ− η|m

,

where P (i) denotes the i-th derivative of P for i ∈ N, and D := max{|s| : s ∈ D}.

Proof. We follow the proof of [22, Lemma 4.6]. Write P =
∑n′

j=0 ajX
j with aj ∈ D.

Denote

(2.8) Q =
P (m)

m!
=

n′∑
j=m

(
j

m

)
ajX

j−m.

Then Q(η) ̸= 0 by the definition of m. By Taylor’s theorem with Lagrange remainder

term, there exists some ξ between λ and η such that

(2.9) P (λ) = Q(ξ)(λ− η)m

If m = 0, this holds with ξ = λ.

It follows from (2.8) that degQ ≤ n′ and ℓ∞(Q) ≤ (n′)mD. Then

|Q(1)(x)| ≤ (n′)2ℓ∞(Q) ≤ (n′)m+2D for x ∈ (−1, 1).

Hence by the mean value theorem,

|Q(η)| ≤ (n′)m+2D|ξ − η|+ |Q(ξ)|.

11



From this, |ξ − η| ≤ |λ− η| and (2.9), we obtain that

|Q(η)| ≤ (n′)m+2D|λ− η|+ |P (λ)|
|λ− η|m

,

which finishes the proof. □

Now we are ready to prove Proposition 2.12.

Proof of Proposition 2.12. Our argument is adapted from the proof of [22, Lemma

4.6]. Let ε, k, λ, η, n′, P be given as in the statement of the proposition. Let m be the

order of vanishing of P at η. We show below that m ≥ k.

Write Q = P (m)/(m!). Then Q(η) ̸= 0. From (2.8) we see that

Q(η) = Q̃(s1, . . . , sr, η)

for an integer multivariate polynomial Q̃ with ℓ1(Q̃) ≤ (n′+1)(n′)m, where s1, . . . , sr
are the elements in D+. By Lemma 2.4, the height of Q̃(η) (cf. (2.3)) satisfies

H(Q(η)) = H
(
Q̃(s1, . . . , sr, η)

)
≤ ℓ1(Q̃)

(∏
s∈D+

H(s)

)
·H(η)n

′

≤ (n′ + 1)(n′)mC2M(η)n
′/ deg η,

(2.10)

where C2 :=
∏

s∈D+ H(s).

Note that by (2.8), Q(η) ∈ Q(D, η). It follows from [20, Propositions 1.15 and 1.21]

that

(2.11) degQ(η) = [Q(Q(η)) : Q] ≤ [Q(D, η) : Q] ≤ [Q(D) : Q][Q(η) : Q] = d deg(η),

where d := [Q(D) : Q]. Since Q(η) ̸= 0, deg(η) ≤ n and H(Q(η)) ≥ 1, it follows from

Lemma 2.5 , (2.11) and (2.10) that

(2.12)

|Q(η)| ≥ H(Q(η))− degQ(η) ≥ H(Q(η))−d deg η ≥ ((n′ + 1)(n′)mC2)
−dn

M(η)−dn′
.

Suppose on the contrary that m < k. Set D = max{|s| : s ∈ D}. Then by Lemma

2.13 and |λ− η| ≤ 1,

|Q(η)| = |P (m)(η)|
m!

≤ (n′)m+2D|λ− η|+ |P (λ)|
|λ− η|m

≤ (n′)k+2D|λ− η|+ |P (λ)|
|λ− η|k

.

Hence (
(n′ + 1)(n′)kC2

)−dn
M(η)−dn′

≤ |Q(η)| (by (2.12) and m < k)

≤ (n′)k+2D|λ− η|+ |P (λ)|
|λ− η|k

12



≤
(
(n′)k+2D + 1

)
(2M(η))−dn′

(by (2.7)),

which is simplified to(
(n′)k+2D + 1

) (
(n′ + 1)(n′)kC2

)dn ≥ 2dn
′
.

This contradicts the assumption that n′ ≥ (k + 2)n1+ε, when n is large enough

depending on D, k and ε. □

3. Preliminaries on Shannon and differential entropies

In this section, we briefly review two notions of entropy, and present some of their

properties which will be used in the later sections. For more background material on

entropy, the reader is referred to [8, 10].

Let X be a random variable in Rd. If X is a discrete random variable taking values

in a countable set {xj}j, the Shannon entropy of X is defined as

(3.1) H(X) :=
∑
j

−P{X = xj} logP{X = xj}.

If X is an absolutely continuous random variable with density f : Rd → [0,∞), the

differential entropy of X is defined as

(3.2) H(X) :=

∫
Rd

−f(x) log f(x) dx.

(Recall the definition of H(p) for a probability vector p (see (1.1)) and the height

H(α) for an algebraic number α (see (2.3)). The multiple use of H(·) should cause

no confusion, as it will always be clear from the context which type of the input is.)

Let A be an invertible d × d real matrix and b ∈ Rd. If X is a discrete random

variable, it is easy to see that

H(AX + b) = H(X).

If X is an absolutely continuous random variable with finite differential entropy, then

it follows from the change of variables formula that

(3.3) H(AX + b) = H(X) + log |detA| .

4. Proof of Theorem 1.2

In this section, we prove Theorem 1.2 by assuming Theorems 1.3 and 1.4. The

proofs of Theorems 1.3 and 1.4 will be given in the next two sections respectively.

Throughout this section, let t1, . . . , tm be real algebraic numbers and p = (p1, . . . , pm)

a probability vector. Let ν denote the atomic probability measure
∑m

j=1 pjδtj . For

any 0 ̸= η ∈ (−1, 1), let µη denote the self-similar measure associated with the IFS

{ηx+ tj}mj=1 and p, and let hη,ν denote the Garsia entropy of η and ν (see (1.4)). Let

Pn, n ∈ N, be defined as in (1.3).

The proof of Theorem 1.2 also relies on the following two results of Hochman.
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Theorem 4.1 ([13]). Let 0 ̸= λ ∈ (−1, 1). Suppose that

dimµλ < min

{
1,

H(p)

− log|λ|

}
.

Then for every δ ∈ (0, 1) and for all sufficiently large n (depending on λ and δ), there

is a polynomial 0 ̸= P ∈ Pn such that |P (λ)| < δn.

Theorem 4.2 ([13]). For each nonzero algebraic number η ∈ (−1, 1),

dimµη = min

{
1,

hη,ν

− log|η|

}
.

If in addition the IFS {ηx+ tj}mj=1 has no exact overlaps, then

dimµη = min

{
1,

H(p)

− log|η|

}
.

Now we are ready to prove Theorem 1.2.

Proof of Theorem 1.2. We follow the proof of [22, Theorem A.8] with slight modifi-

cations. For the reader’s convenience, we provide the full details.

By Theorem 4.2, we may assume that λ is transcendental. Since all tj are algebraic

numbers, the IFS {λx+ tj}mj=1 has no exact overlaps. Suppose on the contrary that

dimµλ < min

{
1,

H(p)

− log|λ|

}
.

Let ε > 0 such that

(4.1) dimµλ + 2ε < min

{
1,

H(p)

− log|λ|

}
.

Let M > 0 be large with respect to t1, . . . , tm, λ, p and ε. Let n0 ∈ N be large

depending on M .

By Theorem 1.3, there exist an integer n > n0 and a nonzero algebraic number η

in (−1, 1) such that η is a root of some polynomial in Pn satisfying

(4.2) dimµη < dimµλ + ε and |λ− η| < exp(−n3).

We can assume n0 is large enough so that |η| < (1 + |λ|)/2. By (4.1) and (4.2),

(4.3) dimµη < min

{
1,

H(p)

− log|λ|

}
− ϵ.

Since η is algebraic, it follows from Theorem 4.2 that

dimµη = − hη,ν

log|η|
.

From this, (4.3) and Theorem 1.4, we may assume that M(η) < M .

Set d = [Q(D) : Q]. Since Q(η) = 0 for some Q ∈ Pn, it follows that

[Q(D, η) : Q(D)] ≤ n.
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Hence

deg(η) = [Q(η) : Q] ≤ [Q(D, η) : Q] = [Q(D, η) : Q(D)][Q(D) : Q] ≤ dn,

where the second equality is a basic property about the degree of field extension (see

e.g. [20, Proposition 1.20]). Since λ is transcendental and η is algebraic, it follows

that |λ− η| > 0. Let n′ be the unique integer such that

(4.4) (2M)−d(n′+1) ≤ |λ− η| < (2M)−dn′
.

Then by this and the second inequality in (4.2),

d(n′ + 1) log(2M) ≥ − log|λ− η| > n3.

Thus for n0 large enough,

(4.5) n′ ≥ (M + 2)(dn)2.

Applying Theorem 4.1 with δ = (2M)−3Md, we see that for n0 large enough there

exists 0 ̸= P ∈ Pn′
such that |P (λ)| ≤ (2M)−3Mdn′

. Then by (4.4),

|λ− η| ≥ (2M)−d(n′+1) ≥ (2M)dn
′|P (λ)|1/M ≥ (2M)dn

′/M |P (λ)|1/M .

Combining this with (4.4) yields

(2M)dn
′/M |P (λ)|1/M ≤ |λ− η| ≤ (2M)−dn′

.

From this, (4.5) and Proposition 2.12 (in which we replace n by dn, and k by M), we

conclude that η is a zero of P of order at least M .

On the other hand, since |η| < (1+ |λ|)/2 < 1, it follows from Proposition 2.7 that

there exists N > 0 (only depending on t1, . . . , tm and λ) such that η is a zero of P of

order at most N . This leads to a contradiction by letting M > N . □

5. Proof of Theorem 1.3

Proof of Theorem 1.3. The proof is almost identical to that of [22, Theorem A.2],

except some of the involved auxiliary results in Appendix A.1 of [22, Theorem A.2]

should be slightly revised.

Indeed, Theorem 1.3 is proved in [22, Theorem A.2] in the setting of homogeneous

IFSs on R with positive contraction ratio and rational translations. Actually, the proof

of [22, Theorem A.2] is based on some auxiliary results (see Propositions A.3, A.5

and A.7, Lemmas A.4 and A.6 in [22]), which adapts and generalizes the main results

of [7]. As was pointed out in [22, Appendix A.1], the statements of [22, Proposition

A.3, Lemmas A.4 and A.6] hold in the general setting of homogeneous IFSs on R.
Notice that [22, Proposition A.5 and A.7] are built on a separation property (see

[22, Lemma 4.1]) for roots of integer polynomials. By a similar separation property

(see Proposition 2.9) for roots of polynomials with algebraic coefficients, we are able

to extend [22, Proposition A.5 and A.7] to the general setting of Theorem 1.3; see

Propositions 5.1 and 5.2. Using these (revised) auxiliary results, the exact arguments
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of [22, Theorem A.2] give the proof Theorem 1.3. Since the proof of [22, Theorem

A.2] is rather long, we do not repeat it here and we refer to [22] for the full details. □

Below we present two propositions, which are the extensions of [22, Propositions

A.5 and A.7] to our setting respectively.

Following [7, Section 2] and [25, Section 2], we introduce the notion of entropy at

a given scale. Let X be a bounded random variable in R with law ν. For r > 0, the

entropy of X at scale r is defined by

H(X; r) :=

∫ 1

0

H(⌊X/r + t⌋) dt,

where ⌊x⌋ stands for the largest integer not exceeding x. We also write H(ν; r) in

place of H(X; r). As was noted in [7, 25], the idea of the above averaging procedure

originates in Wang’s paper [27].

Proposition 5.1. For every ε ∈ (0, 1/2) there exists C > 0 (depending on ε,

t1, . . . , tm and p1, . . . , pm) such that the following holds for all n ≥ N(ε, C). Let

0 < r < n−Cn and λ ∈ (ε−1,−ε)∪ (ε, 1−ε) be given, and suppose that 1
n
H(µ

(n)
λ ; r) <

H(p). Then there exists 0 ̸= η ∈ (−1, 1), which is a root of a nonzero polynomial in

Pn such that

|λ− η| < r1/C and H(µ(n)
η ) ≤ H(µ

(n)
λ ; r).

Proof. Here we follow the arguments in the proof of [22, Proposition A.5] with slight

modifications.

Let ε ∈ (0, 1) and let C > 1 be large with respect to ε. Let n ≥ be large with C

and let r and λ be given as in the statement of the proposition.

Let 0 ≤ s ≤ 1 be with

(5.1) H

(⌊
r−1

n−1∑
k=0

ξkλ
k + s

⌋)
≤ H(µ

(n)
λ ; r) < nH(p),

where (ξk)
n−1
k=0 is a finite sequence of independent random variables with common law

ν =
∑m

j=1 pjδtj . Let A be the set of all nonzero P ∈ Pn with |P (λ)| ≤ r. By (5.1), A
is nonempty.

Given P ∈ A it follows that Corollary 2.8 that there exists ηP ∈ C with P (ηP ) = 0

and

|ηP − λ| ≤ (2nε−nr)C
−1/4

.

From r < n−Cn, since C is large with respect to ε, and since n is large with respect

to C, it follows that we may assume |λ− ηP | < rC
−1/2

.

For Q,P ∈ A,

|ηP − ηQ| ≤ |ηP − λ|+ |λ− ηQ| ≤ 2rC
−1/2

< 2n−C1/2n.
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Thus, by Proposition 2.9 and by assuming that C is large enough, it follows that

ηP = ηQ. Write η for this common value, then P (η) = 0 for all P ∈ A. From this,

(5.1) and by the definition of A,

H(µ(n)
η ) ≤ H(µ

(n)
λ ; r).

Since λ ∈ R we have |η − λ| = |η − λ|, and so |η − η| ≤ 2n−C1/2n. For P ∈ A
we clearly have P (η) = 0. Thus, another application of Proposition 2.9 gives η = η.

Since λ ∈ (ε − 1,−ε) ∪ (ε, 1 − ε) we may assume 0 ̸= η ∈ (−1, 1), which completes

the proof of the proposition. □

Proposition 5.2. For every ε ∈ (0, 1/2) there exists C > 0 (depending on ε,

t1, . . . , tm and p1, . . . , pm) such that the following holds for all n ≥ N(ε, C). Let

λ ∈ (ε − 1,−ε) ∪ (ε, 1 − ε) and suppose that there exists 0 ̸= η ∈ C, which is a root

of a nonzero polynomial in Pn, such that |λ − η| < n−Cn. Then 1
n
H(µ

(n)
λ ; r) = H(p)

for all r ≤ |λ− η|C.

Proof. Here we repeat the proof of [22, Proposition A.7] with trivial modifications.

Let ε ∈ (0, 1/2), and let C > 1 be large with respect to ε, let n ≥ 1 be large with

respect to C, and let λ and η be as in the statement of the proposition.

Suppose to the contrary that there exists 0 < r ≤ |λ−η|C with 1
n
H(µ

(n)
λ ; r) < H(p).

By Corollary 2.8, there exists η′ ∈ (0, 1), which is a root of a nonzero polynomial in

Pn, such that |λ− η′| < r1/C ≤ |λ− η|. In particular η ̸= η′ and

|η − η′| ≤ |η − λ|+ |λ− η′| ≤ 2n−Cn.

However, as C is assumed to be large enough, this contradicts Proposition 2.9, which

completes the proof of the proposition. □

6. Proof of Theorem 1.4

In this section, we prove the following slight extension of Theorem 1.4, in which we

allow t1, . . . , tm and η to be complex algebraic numbers.

Theorem 6.1. Let t1, . . . , tm be algebraic numbers in C, and let p = (pj)
m
j=1 be a

probability vector. Set ν =
∑m

j=1 pjδtj . Then for any h ∈ (0, H(p)), there is a positive

number M depending on h, t1, . . . , tm and p1, . . . , pm, such that

hη,ν ≥ h

for every algebraic number η ∈ C with 0 < |η| < 1 and M(η) ≥ M , where hη,ν and

M(·) are defined as in (1.4) and (1.5) respectively.

The proof of the above theorem is based on a lower bound estimate of the involved

Garsia entropy. For a probability measure ν on C with bounded support, following

[8] we define

(6.1) Φν(a) = sup
t>0

{H(taξ +G)−H(tξ +G)} for a ∈ R,
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where ξ is a complex random variable with law ν, G is a complex Gaussian random

variable independent of ξ, with density exp(−|z|2/2)/(2π) for z ∈ C, and H(·) stands
for differential entropy (see (3.2)).

The following proposition gives a lower bound of hη,ν , which extends a result of

Breuillard and Varjú [8, Proposition 13],

Proposition 6.2. Let K be a subfield of C. Let η ∈ C such that 0 < |η| < 1 and

[K(η) : K] < ∞. Let {uj}mj=1 ⊂ K and p = (pj)
m
j=1 be a probability vector. Set

ν =
∑m

j=1 pjδuj
. Then hη,ν ≥ Φν

(
M̃K(η)

)
, where

(6.2) M̃K(η) =
∏
ηj

1

min{1, |ηj|}
,

with the product running over all the conjugates (including η itself) of η over K.

Breuillard and Varjú [8, Proposition 13] only proved the above result in the case

when K = Q. Before proving Proposition 6.2, we first apply it to the proof of Theorem

6.1.

Proof of Theorem 6.1 assuming Proposition 6.2. Let t1, . . . , tm, p1, . . . , pm, ν and h be

given as in the statement of the theorem. Set

D = {ti − tj : 1 ≤ i, j ≤ m}.

For n ∈ N let Pn denote the collection of polynomials in variable X of degree not

exceeding n and with coefficients in D.

By Lemma 2.6, we can choose an algebraic integer θ such that Q(θ) = Q(D). Then

we can take a suitable L ∈ N such that

Ls ∈ Z[θ] for all s ∈ D.

Let d = deg(θ), and let θ1, . . . , θd be the algebraic conjugates of θ, with θ1 = θ. For

k = 1, . . . , d, let

σk : Q(θ) → Q(θk)

be the field isomorphism such that σk(a) = a for all a ∈ Q and σk(θ) = θk.

Let η ∈ C be an algebraic number with 0 < |η| < 1. We aim to show that hη,ν ≥ h

if the Mahler measure of η is large enough. For this purpose, we may assume that

that P (η) = 0 for some P =
∑n

i=0 aiX
i ∈ Pn with n ∈ N; otherwise hη,ν = H(p) > h

and there is nothing left to prove.

Fix such a polynomial P =
∑n

i=0 aiX
i and define F ∈ C[X] by

(6.3) F = Ld

d∏
k=1

(
n∑

i=0

σk(ai)X
i

)
=

d∏
k=1

(
n∑

i=0

σk(Lai)X
i

)
.

Then F ∈ Z[X], which follows from the same argument as in the last paragraph of

the proof of Lemma 2.11. Clearly F (η) = 0. Writing F =
∑dn

i=0 βiX
i and letting τ
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be the smallest integer so that βτ ̸= 0, by (6.3) we see that βτ ≤ C, where

C := Ldmax{|σk(s)|d : 1 ≤ k ≤ d, s ∈ D}.

We claim that

(6.4) M̃Q(η) ≥ C−1M(η),

where M̃Q(η) is defined as in (6.2). To see this, let f =
∑q

i=0 biX
i be the minimal

polynomial of η in Z[X]. Then f divides F in Z[X] since F (η) = 0. It follows that

b0 divides βτ . Consequently, |b0| ≤ |βτ | ≤ C. By Vieta’s formulas,

(6.5)
M(η)

M̃Q(η)
= |bq|

q∏
i=1

|αi| = |b0| ≤ C,

where α1, . . . , αq are the roots of f . This yields (6.4).

Now let g =
∑r

i=0 ciX
i be a minimal polynomial of η in Q(θ)[X] with coefficients

in Z[θ]. For 1 ≤ k ≤ d, define

(6.6) gk = σk(g) :=
r∑

i=0

σk(ci)X
i.

Since g is irreducible in Q(θ)[X], gk is irreducible in Q(θk)[X] for each 1 ≤ k ≤ d.

Define

G =
d∏

k=1

gk.

Then G ∈ Z[X], which follows from a similar argument as in the last paragraph of

the proof of Lemma 2.11. Since G(η) = 0 and f is the minimal polynomial of η in

Z[X], it follows that f divides G.

For a nonzero polynomial Q =
∑l

i=0 eiX
i = el

∏l
i=1(X − γl) in C[X], define

M̃(Q) =
∏

1≤i≤l: γi ̸=0

1

min{1, |γi|}
,

with convention M̃(Q) = 1 if Q does not have nonzero root. It is easily checked

that M̃(Q1Q2) = M̃(Q1)M̃(Q2) for any Q1, Q2 ∈ C[X], and M̃(Q2) ≥ M̃(Q1) if Q1

divides Q2.

For 1 ≤ k ≤ d, let ηk be a root of gk. Using the above notation, we have

d∏
k=1

M̃Q(θk)(ηj) =
d∏

k=1

M̃(gk) = M̃(G) ≥ M̃(f) = M̃Q(η),

where the first equality holds since gj is irreducible in Q(θj)[X], the second equality

holds by G =
∏d

k=1 gk, the inequality is by f dividing G, and the last equality holds

since f ∈ Z[X] is the minimal polynomial of η over Q. Thus there exists some

1 ≤ k0 ≤ d such that

M̃Q(θk0 )
(ηk0) ≥ (M̃Q(η))

1/d.
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From this and (6.5), we conclude that

(6.7) M̃Q(θk0 )
(ηk0) ≥

M(η)1/d

C
> 1

when M(η) is sufficiently large depending on D. Due to this and (6.2), replacing ηk0
by another root of gk0 if necessary, we may assume that |ηk0| < 1.

Define t̃j = σk0(tj) for 1 ≤ j ≤ m. Let ν̃ =
∑m

j=1 pjδt̃j and let (ξ̃j)
∞
j=0 be a sequence

of i.i.d. random variables with common law ν̃. Next we show that

(6.8) hη,ν = hηk0 ,ν̃
.

To see this, it is sufficient to prove that for each polynomial Q with coefficients in D,

(6.9) Q(η) = 0 ⇐⇒ σk0(Q)(ηk0) = 0,

where σk0(Q) is defined in a way similar to the definition of σk(g) (see (6.6)). Below

we only prove the direction ‘=⇒’ in (6.9), the other direction follows from a similar

argument.

Suppose that Q(η) = 0 for some polynomial Q with coefficients in D. Since D ⊂
Q(θ) and g is a minimal polynomial of η in Q(θ), g divides Q in Q(θ)[X]. It follows

that gk0 divides σk0(Q) in Q(θk0)[X]. Hence σk0(Q)(ηk0) = 0 by gk0(ηk0) = 0. This

proves the direction ‘=⇒’ in (6.9).

By (6.8) and Proposition 6.2 applied to hηk0 ,ν̃
, we obtain that

(6.10) hη,ν = hηk0 ,ν̃
≥ Φν̃

(
M̃Q(θk0 )

(ηk0)
)
,

where Φν̃(·) is as defined in (6.1) (in which we replace ν by ν̃).

Let G be a complex Gaussian random variable with density exp(−|z|2/2)/(2π) for
z ∈ C. It is easily checked that

lim
a→∞

H(a−1/2ζ +G) = H(G) and lim
a→∞

H(a1/2ζ +G) = H(G) +H(p),

where ζ is a random variable with law ν̃ and independent of G. Taking t = a−1/2 in

(6.1) (in which we replace ν by ν̃) yields that

lim
a→∞

Φν̃(a) ≥ lim
a→∞

H(a1/2ζ +G)−H(a−1/2ζ +G) = H(p).

Since h < H(p), there exists A > 0 such that Φν̃(a) ≥ h for all a ≥ A. By (6.7),

M̃Q(θk0 )
(ηk0) ≥ A if M(η) > (AC)d. Then (6.10) implies that

hη,ν ≥ h

if M(η) > (AC)d, which finishes the proof of the theorem. □

In the remaining part of this section, we prove Proposition 6.2. This is done by

adapting the ideas of [8, Proposition 13].

Let Md(C), Md(R), GLd(R), Ud(C) and Od(R) denote the sets of d×d complex, real,

real invertible, unitary and orthogonal matrices, respectively. Since K in Proposition

6.2 is assumed to be a subfield of C, to apply the ideas of [8, Proposition 13], we need
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to transfer certain series of complex matrices into the series of real matrices. For this

purpose, let us introduce a natural operator transferring complex matrices into real

matrices.

Define ·̂ : Md(C) → M2d(R) by

(6.11) Â =
([

ajk −bjk
bjk ajk

])
1≤j,k≤d

if A = (ajk + ibjk)1≤j,k≤d, where ajk, bjk ∈ R. For z ∈ C, write ẑ := ẑId, where Id
stands for the d× d identity matrix.

Lemma 6.3. The operator ·̂ has the following properties.

(i) ·̂ is an injective R-algebra homomorphism, that is, for α ∈ R, A,B ∈ Md(C),

α̂A+B = αÂ+ B̂ and ÂB = ÂB̂.

(ii) ·̂ is an isometry with respect to the norms induced by the standard inner

products respectively, that is, ∥Â∥ = ∥A∥ for A ∈ Md(C). If U ∈ Ud(C), then
Û ∈ O2d(R).

(iii) For any z ∈ C and B ∈ Md(C),

(6.12) ẑB̂ = ẑB = B̂ẑ.

Proof. Consider the natural map τ : Cd → R2d defined by

τ (x1 + iy1, . . . , xd + iyd) = (x1, y1, . . . , xd, yd),

where xj, yj ∈ R for 1 ≤ j ≤ d. Then the statements of the lemma are readily justified

from the fact that Âx = τAτ−1x for A ∈ Md(C) and x ∈ R2d. We leave the details

to the reader. □

To prove Proposition 6.2, we need to use some entropy quantities introduced in [8].

Let X, Y be two independent bounded random variables in Rd. Following Breuillard

and Varjú [8], we define

(6.13) H(X;B) = H(X +GB)−H(GB) for B ∈ GLd(R),

where GB is a Gaussian random variable in Rd, independent of X, with mean 0 and

covariance matrix BBt. Here Bt stands for the transpose of B. For B1, B2 ∈ GLd(R),
write

(6.14) H(X;B1|B2) = H(X;B1)−H(X;B2).

It follows from (3.3) that for each B ∈ GLd(R),

(6.15) H(X;B1) = H(BX;BB1) and H(X;B1|B2) = H(BX;BB1|BB2).

The quantities defined above have the following properties, which are crucial for

our proof.
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Lemma 6.4 ([8]). Let B1, B2 ∈ GLd(R) be such that ∥B1x∥ ≤ ∥B2x∥ for all x ∈ Rd.

Assume that X, Y are two bounded independent random variables taking values in Rd.

Then

(6.16) H(X + Y ;B1) ≤ H(X;B1) +H(Y ;B1),

(6.17) H(X;B1O) = H(X;B1) for O ∈ Od(R),

and

H(X + Y ;B1|B2) ≥ H(X;B1|B2).

As a consequence, for any B ∈ GLd(R) with ∥B∥ ≤ 1 and any nonnegative integer k,

(6.18) H
(
X + Y ;Bk+1|Bk

)
≥ H

(
X;Bk+1|Bk

)
.

If in addition X is discrete, then

(6.19) H(X) ≥ H(X;B1).

Proof. (6.17) follows from that GB1O and GB1 have the same distribution for each

O ∈ Od(R). (6.19) follows from the definition of H(X;B1) and [8, Equation (2.10)].

The other statements of the lemma come from [8, Lemma 9]. □

Now we are ready to prove Proposition 6.2.

Proof of Proposition 6.2. We adapt the proof of [8, Proposition 13].

First we make some preparations. Let η1, . . . , ηd (including η itself) be all the con-

jugates of η over K with modulus strictly less than 1. By (6.2), M̃K(η) = 1/|η1 · · · ηd|.
Set

α1 = · · · = αd−1 = 1, αd = |η1 · · · ηd| =
1

M̃K(η)
.

By [14, Theorem 3] (see also [15, Theorem 3.6.6]), there exist A ∈ Md(C) with eigen-

values η1, . . . , ηd and U, V ∈ Ud(C) such that A = UDV , where D = diag(α1, . . . , αd).

Then the spectrum radius ρ(A) of A is strictly less than 1, and the operator norm

of A (with respect to the standard inner product on Cd) satisfies ∥A∥ = 1. Recall

the operator ·̂ defined in (6.11). Applying Lemma 6.3 gives Â = ÛD̂V̂ , where

Û , V̂ ∈ O2d(R), and
∥∥Â∥∥ = 1. Moreover by (6.11),

D̂ = diag

1, . . . , 1︸ ︷︷ ︸
2d−2

, 1/M̃K(η), 1/M̃K(η)

 .

Let (ξk)
∞
k=0 be a sequence of i.i.d. complex random variables with common law ν.

Since |η| < 1 and ρ(A) < 1, the random variables

Xη :=
∞∑
k=0

ξkη
k and XA :=

∞∑
k=0

ξkA
k
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are well-defined and bounded. For n ∈ N, write

X(n)
η :=

n−1∑
k=0

ξkη
k and X

(n)
A :=

n−1∑
k=0

ξkA
k.

We claim that

(6.20) H(X(n)
η ) ≥ H(X

(n)
A ) for all n ∈ N,

where H(·) stands for Shannon entropy (see (3.1)). To see this, let {v1, . . . , vd} be a

basis of Cd, with vj being an eigenvector of A corresponding to the eigenvalue ηj for

each 1 ≤ j ≤ d. Suppose that P (η) = 0 for some polynomial P =
∑n

i=0 aiX
i ∈ Pn,

with coefficients in

D = {ui − uj : 1 ≤ i, j ≤ m}.

Since η1, . . . , ηd are conjugates of η over K and {ui}mi=1 ⊂ K, it follows that P (ηj) = 0

for 1 ≤ j ≤ d. Moreover for each x ∈ Cd, writing x =
∑d

j=1 xjvj with xj ∈ C, we see

that

n∑
i=0

aiA
ix =

d∑
j=1

n∑
i=0

aixjA
ivj =

d∑
j=1

n∑
i=0

aixjη
i
jvj =

d∑
j=1

xjP (ηj)vj = 0.

Hence
∑n

i=0 aiA
i = 0. This implies (6.20).

Let ·̂ : Md(C) → M2d(R) be as defined in (6.11). By (i) and (ii) of Lemma 6.3,

(6.21) X̂
(n)
A =

n−1∑
k=0

ξ̂kÂ
k.

Notice that for each n ∈ N and x ∈ R2d, X̂
(n)
A x is a discrete random variable in R2d.

Below we show that

(6.22) H

(
X̂

(n)
A x

)
≥ nH

(
ξ̂0x; Â|I2d

)
for all n ∈ N, x ∈ R2d,

where H(·, ·|·) is the quantity defined as in (6.14), and I2d stands for the identity

matrix in M2d(R).
To see (6.22), write

X̂A,k =
∞∑
j=0

ξ̂k+jÂ
j.

Since ξj (j ∈ N) are i.i.d., the random variable X̂A,k is independent of X̂
(k)
A and has

the same law as X̂A. By (6.12) and (6.21), for each k ∈ N,

(6.23) X̂A =
k−1∑
i=0

ξ̂iÂ
i +

∞∑
j=k

ξ̂jÂ
j = X̂

(k)
A + Âk

∞∑
j=0

ξ̂k+jÂ
j = X̂

(k)
A + ÂkX̂A,k.
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Hence for each x ∈ R2d,

nH
(
ξ̂0x; Â|I2d

)
≤

n−1∑
k=0

H
(
X̂Ax; Â|I2d

)
(by (6.18) and (6.23))

=
n−1∑
k=0

H
(
ÂkX̂Ax; Â

k+1|Âk
)

(by (6.15))

≤
n−1∑
k=0

H
(
X̂Ax; Â

k+1|Âk
)

(by (6.18) and (6.23))

= H
(
X̂Ax; Â

n
)
−H

(
X̂Ax; I2d

)
(by (6.14))

≤ H

(
X̂

(n)
A x; Ân

)
+H

(
ÂnX̂Ax; Â

n
)
−H

(
X̂Ax; I2d

)
(by (6.16) and (6.23))

= H

(
X̂

(n)
A x; Ân

)
(by (6.15))

≤ H

(
X̂

(n)
A x

)
(by (6.19)).

This proves (6.22).

Now we are ready to estimate hη,ν . By (1.4), (6.20) and the injectivity of the

operator ·̂ ,

(6.24) hη,ν = lim
n→∞

H
(
X

(n)
η

)
n

≥ lim
n→∞

H
(
X

(n)
A

)
n

= lim
n→∞

H

(
X̂

(n)
A

)
n

.

For n ∈ N and x ∈ R2d,

H

(
X̂

(n)
A

)
n

≥
H

(
X̂

(n)
A x

)
n

≥ H
(
ξ̂0x; Â|I2d

)
(by (6.22))

= H
(
ξ̂0x; ÛD̂V̂ |I2d

)
(by Â = ÛD̂V̂ )

= H
(
Û−1ξ̂0x; D̂V̂ |Û−1

)
(by (6.15))

= H
(
Û−1ξ̂0x; D̂V̂

)
−H

(
Û−1ξ̂0x; Û

−1
)

(by (6.14))

= H
(
Û−1ξ̂0x; D̂

)
−H

(
Û−1ξ̂0x; I2d

)
(by (6.17))

= H
(
ξ̂0Û

−1x; D̂|I2d
)

(by (6.14) and (6.12))
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= H
(
ξ̂0y; D̂|I2d

)
(by taking y = Û−1x).

From this and (6.24), we obtain that

hη,ν ≥ H
(
ξ̂0x; D̂|I2d

)
for all x ∈ R2d.

For each t > 0, taking x = te2d−1 = (0, . . . , 0, t, 0) in the above inequality gives

hη,ν ≥ H
(
tξ̂0e2d−1; D̂

)
−H

(
tξ̂0e2d−1; I2d

)
(by (6.14))

= H
(
tD̂−1ξ̂0e2d−1; I2d

)
−H

(
tξ̂0e2d−1; I2d

)
(by (6.15))

= H
(
tD̂−1ξ̂0e2d−1 +GI2d

)
−H

(
tξ̂0e2d−1 +GI2d

)
(by (6.13))

= H
(
tM̃K(η)ζ +GI2

)
−H (tζ +GI2) ,

where in the last equality ζ is a random variable in R2 with law
∑

j∈Λ pjδ(aj ,bj) in which

aj, bj are the real and imaginary parts of uj (i.e. uj = aj + ibj), and ζ is independent

of GI2 . The last equality follows by integrating out the first 2d − 2 variables using

F (xy) = xF (y) + yF (x) where F (x) = −x log x. This finishes the proof by taking

supremum over t > 0. □
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[26] Péter P. Varjú. On the dimension of Bernoulli convolutions for all transcendental

parameters. Ann. of Math. (2), 189(3):1001–1011, 2019.

[27] Zhiren Wang. Quantitative density under higher rank abelian algebraic toral

actions. Int. Math. Res. Not. IMRN, (16):3744–3821, 2011.

26



Department of Mathematics, The Chinese University of Hong Kong, Shatin, Hong

Kong

Email address: djfeng@math.cuhk.edu.hk

Department of Mathematics, The Chinese University of Hong Kong, Shatin, Hong

Kong

Email address: zfeng@math.cuhk.edu.hk

27


	1. Introduction
	1.1. Background and our main result
	1.2.  About the proof
	1.3. Structure of the article

	2. Distribution of roots of polynomials
	2.1. Polynomials, Mahler measure and height
	2.2. The distribution of roots of polynomials with coefficients in D
	2.3. A separation property of roots of polynomials in Pn
	2.4. The order of zeros of polynomials under certain constrains

	3. Preliminaries on Shannon and differential entropies
	4. Proof of Theorem 1.2 
	5. Proof of Theorem 1.3
	6. Proof of Theorem 1.4
	References

