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Abstract

This article is devoted to the construction of a family of universal extension operators for the Sobolev
spaces H k(d,Ω,Λl) of differential forms of degree l (0 � l � d) in a Lipschitz domain Ω ⊂ R

d (d ∈ N,
d � 2) for any k ∈ N0. It generalizes the construction of the first universal extension operator for standard
Sobolev spaces Hk(Ω), k ∈ N0, on Lipschitz domains, introduced by Stein [E.M. Stein, Singular Integrals
and Differentiability Properties of Functions, Princeton University Press, NJ, 1970, Theorem 5, p. 181]. We
adapt Stein’s idea in the form of integral averaging over the pullback of a parametrized reflection mapping.
The new theory covers extension operators for H k(curl;Ω) and H k(div;Ω) in R

3 as special cases for
l = 1,2, respectively. Of considerable mathematical interest in its own right, the new theoretical results
have many important applications: we elaborate existence proofs for generalized regular decompositions.
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1. Introduction

For a bounded Lipschitz domain Ω ⊂ R
d (d ∈ N0, d � 2), Stein [27, Theorem 5, p. 181]

constructed a celebrated extension mapping

E : C∞(Ω) �→ C∞(
R

d
)
, E u(x) = u(x) ∀x ∈ Ω,

which fulfills that for any m ∈N0, 1 � p < ∞,

∃C = C(m,p,Ω) > 0: ‖E u‖Wm,p(Rd ) � C‖u‖Wm,p(Ω) ∀u ∈ C∞(Ω). (1.1)

Thus, it can be naturally extended to a continuous extension operator for any classical Sobolev
space Wm,p(Ω), m ∈N0, 1 � p < ∞. Thanks to its “one formula fits all (Sobolev spaces)” prop-
erty, the operator E is called a universal extension operator. This makes it exceptional, because
other designs of extension operators for Sobolev spaces by, for instance, the successive reflection
method [15,30,26], or the singular integral method [7], rely on different formulas for different
orders m and may hinge on smoothness of the boundary. It goes without saying that universality
renders E a valuable tool in the theory of Sobolev spaces and their applications.

Beyond the classical articles, there are a few existing studies on extensions of general function
spaces in Lipschitz domains. Let us mention, e.g., [29], where a novel extension operator was
proposed to cover the most general cases, like Hardy, Sobolev, Besov, Triebel–Lizorkin spaces,
etc. Extension results can find wide applications to such as interpolation spaces and regularity
estimates in PDEs, see, e.g., [19,21].

The main purpose of this paper is to construct a new family of universal extension operators
for Sobolev spaces H k(d,Ω,Λl) of differential forms, for l, k ∈ N0, and 0 � l � d in Lipschitz
domains Ω ⊂ R

d , see Section 2 for the precise definition. To keep our presentation succinct,
we study only Hilbert spaces, that is, the case p = 2. We would like to point out that Sobolev
spaces of differential forms are fundamental to the theoretical analysis of, e.g., electromagnetic
phenomena governed by Maxwell’s equation [3,16,20,22], the Navier–Stokes equation [14], and
interpolation theory [19].

The paper is arranged as follows. We first present some notations and basic auxiliary tools
in Section 2. In Section 3, we briefly recall Stein’s approach, i.e., an integral averaging method
based on local parametrized reflection mappings and then present our construction. Guided by
the commuting relationship of the pullback and the exterior derivative of differential forms, the
gist of our construction is to apply Stein’s integral averaging to the pullback operators induced
by the reflection mappings. This offers a natural generalization of Stein’s formula to differential
forms, see formula (3.9). With some technical effort, Stein’s original analysis can be adapted,
which is also done in Section 3 of this article, see Lemma 3.4 and Theorems 3.5, 3.6. From the
perspective of vector fields, we demonstrate the explicit construction of those extension operators
in terms of Euclidean vector proxies in R

3 in Section 4. We point out that universal extension
operators for the Sobolev spaces H k(curl;Ω) and H k(div;Ω) of vector fields in R

3 are covered
by our universal extension theorem as special cases for l = 1,2, respectively. These new theo-
retical results are not only of mathematical interest in their own right, but also have important
applications. We elaborate existence proofs for generalized regular decompositions in Section 5.
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Fig. 1. Sketch of a Lipschitz epigraph.

2. Notation and preliminaries

Throughout the paper, Rd stands for the classical Euclidean space (d ∈ N, d � 2), equipped

with the canonical orthonormal bases ej ’s, 1 � j � d , and norm |x| :=
√

x2
1 + · · · + x2

d , if x =
(x1, . . . , xd)T ∈R

d . The canonical orthonormal basis of Rd corresponds to a dual basis of (Rd)∗,
i.e., dx1,dx2, . . . ,dxd with dxi(ej ) = 1 if i = j and zero otherwise.

Recall that a function f : D �→ R, D ⊂ R
d−1 is called Lipschitz if there exists a finite constant

C > 0 such that

∣∣f (x) − f (y)
∣∣ � C|x − y| ∀x,y ∈ D.

A Lipschitz epigraph Ω ⊂ R
d is defined as a domain lying above the graph of a Lipschitz

function φ : Rd−1 �→ R, i.e., Ω = {(x̂, xd) | φ(x̂) < xd} with x̂ = (x1, . . . , xd−1). See [27] and
Fig. 1 for illustration.

A bounded Lipschitz domain Ω ⊂ R
d is a bounded domain whose boundary ∂Ω can be

covered by a finite number of open balls Bi , 1 � i � m, so that, possibly after a proper rigid
motion, ∂Ω ∩Bi is part of the graph of a Lipschitz function, above which Ω ∩Bi lies, for all i’s,

Next, we introduce differential forms and associated Sobolev spaces. We will adopt some
standard notations, and refer to [3,5,8,9,12,13,16,18,23,25] for more details. For l ∈ N0 and
0 � l � d , we denote by Λl the vector space of real-valued (or complex-valued), alternating,
l-multilinear maps on R

d . In particular, Λ0 and Λ1 can be identified with R and R
d , respec-

tively. Given ω ∈ Λl and η ∈ Λk , the exterior product ω ∧ η ∈ Λl+k is defined by2

(ω ∧ η)(v1, . . . , vl+k) =
∑
σ

sgn(σ )ω(vσ(1), . . . , vσ(l))η(vσ(l+1), . . . , vσ(l+k)),

for any v1, . . . , vl+k ∈R
d where sgn(σ ) indicates the signature of σ and the sum is taken over all

the permutations σ of {1, . . . , l + k} such that σ(1) < · · · < σ(l) and σ(l + 1) < · · · < σ(l + k).

2 We adopt the convention that Roman letters denote scalar functions, and their associated spaces etc., while bold letters
represent vector-valued functions, and their associated spaces etc. In particular, bold Greek letters ω, η, ν and ρ, etc. are
reserved for differential forms, except that ξ stands for the independent variable in the frequency domain R

d .
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Given a vector a = (a1, a2, . . . , ad)T and a basis l-form (l � 1) ω = dxj1 ∧ dxj2 ∧ · · · ∧ dxjl

with j1 < j2 < · · · < jl , the interior product a�ω ∈ Λl−1 and is defined by

a�ω =
l∑

k=1

(−1)k−1ajk
dxj1 ∧ · · · ∧ ďxjk

∧ · · · ∧ dxjl
∈ Λl−1,

where ·̌ indicates that · is dropped.
For simplicity, we will frequently use the increasing l-permutation I = (i1, . . . , il), with 1 �

i1 < · · · < il � d , and denote dxI = dxi1 ∧ · · · ∧ dxil . ΣI always means the summation over all
the increasing l-permutations I . Therefore Λl can be viewed as a vector space of dimension

(
d
l

)
with bases {dxI } for all increasing l-permutations I .

For a bounded Lipschitz domain Ω ⊂ R
d , spaces of differential forms are equivalent to those

in the componentwise sense. We use standard function spaces Cm(Ω), C∞(Ω), C∞
0 (Ω), L2(Ω)

and Hs(Ω), s ∈ R
+
0 (see [1] for more details).

A differential form ω of degree l, l ∈ N0, and class Cm, m ∈ N0, in Ω is an l-form valued
mapping

ω =
∑

I
ωIdxI : x ∈ Ω ⊂ R

d �→ ω(x) ∈ Λl,

where all the components ωI (x) ∈ Cm(Ω). Hence we write ω ∈ DF l,m(Ω). In an analogous
way, we can define DF l,∞(Ω) if all ωI (x) ∈ C∞(Ω), and DF l,∞

0 (Ω) if all ωI (x) ∈ C∞
0 (Ω).

Note that the exterior and interior products can be extended as pointwise operations to differential
forms on domains in R

d .
Likewise, H s(
;�l) (s ∈ R

+
0 ) denotes the space consisting of all differential forms with

each component in Hs(Ω), which can be viewed as the Hilbert space obtained by means of the
completion of DF l,∞(Ω) with respect to the norm

‖ω‖2
H s (Ω;Λl)

:=
∑
I

‖ωI‖2
Hs(Ω).

In particular we use L2(Ω;Λl) instead of H 0(
;�l).
If T : Ω̂ �→ Ω , is a diffeomorphism between two manifolds in R

d , then the pullback T ∗ :
DF l,∞(Ω) �→DF l,∞(Ω) is given by((

T ∗ω
)
(x̂)

)
(v1, . . . ,vl ) = (

ω
(
T (x̂)

))(
DT (x̂)v1, . . . ,DT (x̂)vl

)
,

where v1, . . . ,vl ∈ R
d and the linear map DT (x̂) : Rd �→ R

d is the derivative (Jacobian) of T
at x̂.

For a differential l-form ω = ∑
I ωIdxI ∈ DF l,∞(Ω), its exterior derivative dω is defined

by

dω :=
d∑

i=1

∑
I

∂ωI

∂xi

dxi ∧ dxI ∈DF l+1,∞(Ω), (2.1)

and if l � d , we let dω = 0.
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We recall the fact that the pullback commutes with the exterior derivative, i.e.,

T ∗(dω) = d
(
T ∗ω

)
, ∀ω ∈DF l,∞(Ω) (2.2)

and with the wedge product

T ∗(ω ∧ η) = T ∗ω ∧ T ∗η, ∀ω ∈DF l,∞(Ω), η ∈ DFk,∞(Ω). (2.3)

The crucial Hilbert spaces of differential forms are

H s
(
d,Ω,Λl

) := {
ω ∈ H s

(

;�l

) ∣∣ dω ∈ H s
(

;�l+1)}, s ∈ R

+
0 ,

with the natural graph norms

‖ω‖2
H s (d,Ω,Λl)

:= ‖ω‖2
H s (Ω,Λl)

+ ‖dω‖2
H s (Ω,Λl+1)

.

Specifically, we simply put H (d,Ω,Λl) when s = 0.
Moreover, we define some important subspaces of H (d,Rd ,Λl) and H k(d,Ω,Λl), k ∈ N,

respectively:

H
(
d0,Rd,Λl

) := {
ω ∈ H

(
d,Rd,Λl

) ∣∣ dω = 0
}
,

H k
0

(
d,Ω,Λl

) := the closure of DF l,∞
0 (Ω) in the space H k

(
d,Ω,Λl

)
.

In the sequel, we denote by c and C generic positive constants which may depend on the do-
main Ω , space dimension d , the degree of differential forms l and the order of differentiability k,
but independent of the differential forms involved.

3. Universal extension of differential forms

In this section, we present in detail our construction of the universal extension operators for
Sobolev spaces of differential forms. After briefly recalling essential ingredients of Stein’s ap-
proach for constructing the universal extension operator for standard Sobolev spaces Hk(Ω)

(k ∈ N0) (cf. [27, Chap. VI]), we first show the extension for the case of a Lipschitz epigraph
with most key ingredients, and then generalize to bounded Lipschitz domains by the partition of
unity.

3.1. Some technical lemmas

For a closed domain Ω , let δ(x) := dist(x;Ω) denote the distance of x ∈ R
d from Ω . The

function δ(x) vanishes in Ω , and, in general, will only be Lipschitz continuous, as |δ(x)−δ(y)| �
|x − y| for x,y ∈ Ωc , the complement of Ω . The next lemma introduces a regularized distance
with enhanced smoothness as a replacement for δ(x).

Lemma 3.1 (Regularized distance). (See [27, Theorem 2, p. 171].) For a closed domain Ω ∈ R
d ,

there exists a regularized distance function 
(x) = 
(x,Ω) such that for x ∈ Ωc
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i). cδ(x) � 
(x) � Cδ(x);
ii). 
(x) is C∞-smooth in Ωc and | ∂α

∂xα 
(x)| � Cα(δ(x))1−|α|,

where c and C are positive constants independent of Ω and Cα depends on the multi-index α.3

The following two technical lemmas are key tools to construct universal extension operators.
The first lemma introduces a suitable weighting function, in terms of which the weighted aver-
aging integral for the construction of extension operators will be defined.

Lemma 3.2 (Weighting function). (See [27, Lemma 1, p. 182].) The weighting function4

ψ(λ) := e

πλ
Im

(
exp

(
1

2

√
2(−1 + i)(λ − 1)1/4

))
(3.1)

is defined in [1,∞), and satisfies the decay property

ψ(λ) = O
(
λ−n

)
as λ → ∞, ∀n ∈N, (3.2)

and all its higher moments vanish

∞∫
1

λkψ(λ)dλ =
{

1, for k = 0,

0, for k ∈N.
(3.3)

Now we consider the special case that Ω is a Lipschitz epigraph with its boundary defined
by a Lipschitz function φ : Rd−1 �→ R, see Fig. 1. We split position vectors according to x =
(x̂, y) ∈ R

d , where x̂ ∈ R
d−1 and y ∈R.

Lemma 3.3 (Existence of smoothed distance function). (See [27, Lemma 2, p. 182].) For a Lip-
schitz epigraph Ω , let 
(x) be the regularized distance given in Lemma 3.1. Then there exists a
constant Cδ = Cδ(φ) > 0 such that for x = (x̂, y) ∈ Ωc,

Cδ
(x) � φ(x̂) − y. (3.4)

We define a scaled smoothed distance δ∗(x) := 2Cδ
(x) with smoothness inherited from

(x). From (3.4) it is immediate to see that

δ∗(x) � 2
(
φ(x̂) − y

)
. (3.5)

3 ∂α

∂xα stands for ∂ |α|1
∂x

α1
1 ···∂x

αd
d

with α = (α1, . . . , αd ) being a multi-index, αi � 0 for 1 � i � d , and |α|1 = α1 +
· · · + αd .

4 Im in (3.1) means taking the imaginary part.
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Fig. 2. Parametrized reflection mapping.

3.2. Extension formula for epigraphs

The classical Stein extension formula [27] for compactly supported5 smooth functions f on
a Lipschitz epigraph Ω reads

E (f )(x) =
∞∫

1

f
(
x̂, y + λδ∗(x)

)
ψ(λ)dλ. (3.6)

To generalize this formula, let us first define a parametrized reflection mapping (see Fig. 2) for
x = (x̂, y) ∈ Ωc ∈R

d ,

Rλ(x) = (
x̂, y + λδ∗(x)

) = x + λδ∗(x)ed . (3.7)

Note that for points x = (x̂, y) ∈ Ω we have, using the fact that δ∗(x) = 0,

Rλ(x) = (x̂, y + 0) = x.

In other words, Rλ reduces to the identity operator in Ω . However, for x = (x̂, y) ∈ Ωc with
y < φ(x̂), due to (3.5) and the fact that λ � 1, we see that

y + λδ∗(x) � y + 2
(
φ(x̂) − y

)
� φ(x̂) + (

φ(x̂) − y
)
> φ(x̂).

Thus, the parametrized reflection mapping Rλ always maps x ∈ Ωc into Ω for any λ ∈ [1,∞).
It is straightforward to calculate the Jacobian of the parametrized reflection mapping

DRλ(x) =
(

Idd−1 0
λgradx̂ δ∗(x)T 1 + λ

∂δ∗(x)
∂xd

)
, (3.8)

where gradx̂ δ∗(x) = (∂δ∗(x)/∂x1, . . . , ∂δ∗(x)/∂xd−1)
T and 0 represents a column vector with

(d − 1) zeros.
The function f in (3.6) can be regarded as a vector proxy of a compactly supported 0-form ω

on Ω . From this perspective, x �→ f (x̂, y + λδ∗(x)) turns out to be the vector proxy of the

5 It is understood in the sequel as functions or differential forms compactly supported in R
d with restriction on Ω .
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pullback R∗
λf . This immediately suggests the following generalization of (3.6) to a universal

extension operator for smooth compactly supported l-forms on Ω :

(Elω)(x) :=
{

ω(x), x ∈ Ω;∫ ∞
1 (R∗

λω)(x)ψ(λ)dλ, x ∈ Ωc.
(3.9)

For the remainder of this section we fix an increasing l-permutation I = (i1, . . . , il) with
1 � i1 < · · · < il � d . For a compactly supported differential l-form ω ∈DF l,∞(Ω) we have

(Elω)I (x) := (Elω)(x)(ei1 , . . . , eil ) =
∞∫

1

(
R∗

λω
)
(x)(ei1 , . . . , eil )ψ(λ)dλ

=
∞∫

1

(
ω

(
Rλ(x)

))(
DRλ(x)ei1 , . . . ,DRλ(x)eil

)
ψ(λ)dλ.

From (3.8) we infer

(
DRλ(x)

)
eik = eik + λ

∂δ∗(x)

∂xik

ed for 1 � k � l, (3.10)

which yields

(Elω)I (x) = K(x) +
l∑

k=1

(−1)l−kJik (x), (3.11)

where we have used the abbreviations

K(x) :=
∞∫

1

(
ωI

(
Rλ(x)

))
ψ(λ)dλ, (3.12)

Ji (x) := ∂δ∗(x)

∂xi

∞∫
1

(
ω

Ǐi∪{d}
(
Rλ(x)

))
λψ(λ)dλ, i = 1,2, . . . , d, (3.13)

and by Ǐik ∪ {d} we designate the increasing l-permutation 1 � i1 < · · · < ǐk < · · · < il < d with
ik dropped and d included. For il = d , we have a simpler representation, viz.,

(Elω)I (x) = K(x) + Jd(x). (3.14)

For dω, using the commuting diagram property of exterior derivative and the parametrized re-
flection mapping Rλ used in El , we derive

d(Elω)(x) =
∞∫

d
(
R∗

λω
)
(x)ψ(λ)dλ =

∞∫
R∗

λ(dω)(x)ψ(λ)dλ, (3.15)
1 1
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which implies

d ◦ El = El+1 ◦ d. (3.16)

Before we proceed, we have to verify that Elω provides well-defined differential l-forms.

Lemma 3.4. For a Lipschitz epigraph Ω , the extension formula in (3.9) is well defined in the
sense that for compactly supported ω ∈ DF l,∞(Ω),

Elω = ω in Ω and Elω ∈ DF l,∞(
R

d
)
.

Proof. The bounded support and smoothness of ω guarantee that Elω is well defined everywhere
in R

d . In particular, Elω = ω in Ω due to the fact that the reflection mapping Rλ reduces to the
identity operator.

The smoothness of δ∗ and ω along with the compact support of ω ensures that Elω ∈
DF l,∞(Ω ∪ Ωc). It suffices to prove, for every I , continuity of all derivatives of (Elω)I ∈
C∞(Rd) across ∂Ω .

Since K from (3.12) is the standard Stein extension (3.6) of ωI , this term enjoys the required
smoothness. For the Ji terms from (3.13) we show that they vanish of infinite order on the
boundary ∂Ω . These Ji terms are of the form

J(x) = ∂δ∗(x)

∂xi

∞∫
1

f
(
x̂, y + λδ∗(x)

)
λψ(λ)dλ where x ∈ R

d, f ∈ C∞
0 (Ω). (3.17)

Thanks to C∞
0 (Ω) and the decay properties of ψ we conclude J ∈ C∞(Ω ∪ Ωc). Moreover, by

Lemma 3.2 J(x) = 0 for x ∈ Ω . Hence we have to show ∂αJ
∂xα (x) → 0 as δ(x) → 0 (for x ∈ Ωc)

for any multi-index α. By the product rule, Leibniz rule and the chain rule of differentiation, we
can write a generic partial derivative

∂αJ(x)

∂xα
=

∞∫
1

∂α

∂xα

(
∂δ∗

∂xi

(x)f
(
x̂, y + λδ∗(x)

)
λψ(λ)

)
dλ

=
∞∫

1

M(α)∑
r=1

(
Pr(λ)

∂γr δ∗

∂xγr
(x)G

(
x̂, y + λδ∗(x)

))
λψ(λ)dλ, (3.18)

where Pr(λ) is a polynomial in λ, G(x̂, y + λδ∗(x)) := ∂βr

∂xβr
f (x̂, y + λδ∗(x)), and M(α) is a

fixed integer depending on α. Taylor expansion of G w.r.t. λ around λ = 1 yields

G
(
x̂, y + λδ∗(x)

) =
|γr |1−1∑
m=0

1

m!
[
δ∗(x)

]m
(λ − 1)m

∂m

∂xm
d

G
(
x̂, y + δ∗(x)

)

+
λ∫

1

1

(|γr |1 − 1)!
[
δ∗(x)

]|γr |1(λ − τ)|γr |1−1 ∂ |γr |1

∂x
|γr |1
d

G
(
x̂, y + τδ∗(x)

)
dτ.

(3.19)
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The first term on the right hand side of (3.19) is a polynomial in λ and thus its substitution
into (3.18) vanishes on the boundary due to Lemma 3.2. Substituting the factor [δ∗(x)]|γr |1 in
the second term of (3.19) into (3.18) leads to the cancellation of the singularities of higher order
derivatives of the smoothed distance function δ∗, see Lemmas 3.1 and 3.3:

∣∣∣∣∂γr δ∗

∂xγr
(x) · [δ∗(x)

]|γr |1
∣∣∣∣ � Cδ∗(x).

This key fact makes all the remainder terms vanish uniformly on the boundary in the limit
dist(x; ∂Ω) → 0. �
3.3. Continuity of extension operators

Theorem 3.5. Let Ω be a Lipschitz epigraph in R
d , k ∈ N0 and 0 � l � d . Then the extension

operator (3.9) satisfies

‖Elω‖H k(d,Rd ,Λl) � C‖ω‖H k(d,Ω,Λl) ∀ compactly supported ω ∈DF l,∞(Ω),

with a constant C = C(Ω,d, k, l) > 0. Thus El can be extended to a continuous extension oper-
ator

El : H k
(
d,Ω,Λl

) �→ H k
(
d,Rd ,Λl

)
.

Proof. The second assertion relies on a density argument since compactly supported differential
forms in DF l,∞(Ω) ∩ H k(d,Ω,Λl) form a dense subset of H k(d,Ω,Λl).

It remains to show the continuity of the extension operator. We only show the case of k = 2.
Let us exemplify the estimate of the following second order derivative of a typical part K of
(Elω)I in detail:

∂2K

∂x2
j

=
∞∫

1

(
∂2((Elω)I )(Rλ(x))

∂x2
j

)
ψ(λ)dλ +

∞∫
1

(
∂2((Elω)I )(Rλ(x))

∂xj ∂xd

)
λ

∂δ∗(x)

∂xj

ψ(λ)dλ

+
∞∫

1

(
∂2((Elω)I )(Rλ(x))

∂x2
d

)(
λ

∂δ∗(x)

∂xj

)2

ψ(λ)dλ

+
∞∫

1

(
∂((Elω)I )(Rλ(x))

∂xd

)
λ

∂2δ∗(x)

∂x2
j

ψ(λ)dλ. (3.20)

Consider a boundary point (x̂0, y0) ∈ ∂Ω , and assume without loss of generality that 0 =
y0 = φ(x̂0). Using the upper bounds of ψ(λ) � C1/λ

2,C2/λ
3,C3/λ

4, respectively, the terms on
the right hand side of (3.20) can be bounded as follows:
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∣∣∣∣∂2K(x̂0, y)

∂x2
j

∣∣∣∣ � C

∞∫
1

(∣∣∣∣(∂2ωI (x̂0, y)

∂x2
j

)∣∣∣∣ +
∣∣∣∣(∂2ωI (x̂0, y)

∂xjxd

)∣∣∣∣ +
∣∣∣∣(∂2ωI (x̂0, y)

∂x2
d

)∣∣∣∣) 1

λ2
dλ

+
∣∣∣∣∣

∞∫
1

(
∂ωI (Rλ(x̂0, y))

∂xd

)
λ

∂2δ∗(x̂0, y)

∂x2
j

ψ(λ)dλ

∣∣∣∣∣. (3.21)

Only the last term has to be dealt with separately. Using the Taylor expansion with integral
residual, we have

∂ωI

∂xd

(
Rλ

(
x̂0, y

)) = ∂ωI

∂xd

(
x̂0, y + δ∗(x̂0, y

)) +
y+λδ∗(x̂0,y)∫
y+δ∗(x̂0,y)

∂2ωI

∂x2
d

(
x̂0, s

)
ds.

Substituting this in (3.21), we know that the integral term involving ∂ωI /∂xd(x̂0, y + δ∗(x̂0, y))

vanishes due to Lemma 3.2. Hence, it suffices to show the following bound (note that
|∂2δ∗/∂x2

j | � C|δ(x̂0, y)|−1 � C|y|−1):

|y|−1

∞∫
1

{ y+λδ∗(x̂0,y)∫
y+δ∗(x̂0,y)

∣∣∣∣∂2ωI (x̂0, s)

∂x2
d

∣∣∣∣ds

}
1

λ3
dλ

= |y|−1

∞∫
y+δ∗(x̂0,y)

{ ∞∫
(s−y)/δ∗(x̂0,y)

∣∣∣∣∂2ωI (x̂0, s)

∂x2
d

∣∣∣∣ 1

λ3
dλ

}
ds

� |y|−1(δ∗(x̂0, y
))2

∞∫
y+δ∗(x̂0,y)

{∣∣∣∣∂2ωI (x̂0, s)

∂x2
d

∣∣∣∣} 1

(s − y)2
ds

� C|y|
∞∫

|y|

{∣∣∣∣∂2ωI (x̂0, s)

∂x2
d

∣∣∣∣} 1

s2
ds,

where we have interchanged the order of integration for the first equality, and used that
δ∗(x̂0, y) � C|y|, δ∗(x̂0, y) � 2|y| and s − y � s when y < 0 for the second inequality. Now
we can appeal to the following Hardy inequality [27, p. 272]( ∞∫

0

( ∞∫
x

f (y)dy

)p

xr−1 dx

)1/p

� p

r

( ∞∫
0

(
yf (y)

)p
yr−1 dy

)1/p

, ∀f � 0, p � 1, r > 0

for (3.21) and integrate over all x̂ ∈R
d−1 to obtain∥∥∥∥∂2(Elω)I

∂x2

∥∥∥∥2

2 d l

� C

(∥∥∥∥∂2ωI

∂x2

∥∥∥∥2

2 l

+
∥∥∥∥ ∂2ωI

∂xj xd

∥∥∥∥2

2 l

+
∥∥∥∥∂2ωI

∂x2

∥∥∥∥2

2 l

)
.

j L (R ;Λ ) j L (Ω;Λ ) L (Ω;Λ ) d L (Ω;Λ )
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Analogously by the commuting diagram property, we have∥∥∥∥∂2d(E ω)I

∂x2
j

∥∥∥∥2

L2(Rd ;Λl+1)

� C

(∥∥∥∥∂2dωI

∂x2
j

∥∥∥∥2

L2(Ω;Λl+1)

+
∥∥∥∥ ∂2dωI

∂xj ∂xd

∥∥∥∥2

L2(Ω;Λl+1)

+
∥∥∥∥∂2dωI

∂x2
d

∥∥∥∥2

L2(Ω;Λl+1)

)
.

This completes the proof of the case k = 2.
For k = 0 or for general k > 0, differentiating (3.9) gives various order partial derivatives

of the components of ω. Whenever the total differential order of ω is less than k, we always
use the Taylor expansion around the point (x̂0, y + δ∗(x̂0, y)) and carry it up to order k with
integral remainders and proceed the arguments as above. We note that the constant C involved
only depends on the domain Ω , the dimension d , the order of differentiability k and the degree
of differential forms l. Thus the proof is done. �

The general situation of a compact Lipschitz boundary can be tackled by a partition of unity
subordinate to a finite cover of ∂Ω in the usual way. This yields our main result:

Theorem 3.6. Let Ω be a domain with a bounded Lipschitz domain, k ∈N0 and 0 � l � d . Then
there exists a universal extension operator

El : H k
(
d,Ω,Λl

) �→ H k
(
d,Rd,Λl

)
satisfying

1. Elω = ω a.e. in Ω , and
2. the extension operator is continuous

‖Elω‖H k(d,Rd ,Λl) � C‖ω‖H k(d,Ω,Λl) ∀ω ∈ H k
(
d,Ω,Λl

)
,

with the constant C = C(Ω,d, k, l), but independent of the differential forms involved.

Remark 3.1. Theorem 3.6 also holds for a domain Ω whose complement Ωc is a bounded
Lipschitz domain. It is further pointed out that the commuting diagram property (3.16) no longer
holds for El for general bounded Lipschitz domains due to the use of a partition of unity.

Remark 3.2. Costabel and McIntosh have recently introduced some so-called smoothed Poincaré
liftings in [11]. Those offer an alternative way to define universal extension operators based on
standard extension for the Sobolev spaces Hs(Ω).

4. Vector field perspective

In three-dimensional Euclidean space, we may represent the differential forms in terms of
their so-called vector proxies, as shown in Table 1.

The concept of Euclidean vector proxies establishes a one-to-one correspondence between
Sobolev spaces of scalar/vector functions and Sobolev spaces of differential forms, see Table 2.
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Table 1
Relationship between differential forms and vectorfields (“vector proxies”) in three-dimensional Eu-
clidean space (v,v1,v2,v3 ∈ R

3). The operation · is the canonical inner product in Euclidean space.

Differential form Related function u/vectorfield u

x �→ ω(x) u(x) := ω(x)

x �→ {v �→ ω(x)(v)} u(x) · v := ω(x)(v)

x �→ {(v1,v2) �→ ω(x)(v1,v2)} u(x) · (v1 × v2) := ω(x)(v1,v2)

x �→ {(v1,v2,v3) �→ ω(x)(v1,v2,v3)} u(x)det(v1,v2,v3) := ω(x)(v1,v2,v3)

Table 2
Correspondence between Sobolev spaces of functions/fields and Sobolev spaces of differential forms
in R

3.

l Sobolev spaces of functions Sobolev spaces of differential forms

0 Hk+1(Ω) H k(d,Ω,Λ0)

1 H k(curl;Ω) H k(d,Ω,Λ1)

2 H k(div;Ω) H k(d,Ω,Λ2)

3 Hk(Ω) H k(d,Ω,Λ3)

Now we give special incarnations of the extension operators El , 0 � l � 3, for Lipschitz
epigraphs Ω ⊂ R

3 from (3.9) in terms of vector proxies in R
3. Of course, for l = 0 we recover

Stein’s formula (3.6).
In the case l = 1, that is, for a covector field u ∈ H k(curl;Ω) (k ∈N0), we have

E1u(x) =
∞∫

1

(
DRλ(x)

)T u(x̂,•)ψ(λ)dλ

=
∞∫

1

(
u(x̂,•) + λu3(x̂,•)grad δ∗(x)

)
ψ(λ)dλ (4.1)

for x = (x̂, y) ∈ Ωc, where • stands for y + λδ∗(x) and u3 is the third component of u.
For l = 2, that is, for a bivector field u ∈ H k(div;Ω) (k ∈N0), we have

E2u(x) =
∞∫

1

(
DRλ(x)

)−1 det
(
DRλ(x)

)
u(x̂,•)ψ(λ)dλ

=
∞∫ ((

1 + λ
∂δ∗

∂x3
(x)

)
u(x̂,•) −

( 0
0

λgrad δ∗(x) · u(x̂,•)

))
ψ(λ)dλ (4.2)
1
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for x = (x̂, y) ∈ Ωc, where the occurrence of DRλ(x)−1 is merely formal. In fact, we need the
adjunct Jacobian matrix of the parametrized reflection mapping

det
(
DRλ(x)

)(
DRλ(x)

)−1 =
⎛⎜⎝1 + λ

∂δ∗(x)
∂x3

0 0

0 1 + λ
∂δ∗(x)
∂x3

0

−λ
∂δ∗(x)
∂x1

−λ
∂δ∗(x)
∂x2

1

⎞⎟⎠ . (4.3)

Lastly, for any density function u ∈ Hk(Ω) (k ∈ N0) we have

E3u(x) =
∞∫

1

det
(
DRλ(x)

)
u(x̂,•)ψ(λ)dλ

=
∞∫

1

(
1 + λ

∂δ∗

∂x3
(x)

)
u(x̂,•)ψ(λ)dλ (4.4)

for x = (x̂, y) ∈ Ωc.
To the best knowledge of the authors, the three formulae (4.1), (4.2) and (4.4) seem to be

new to the mathematical community. Applying Theorem 3.6 for the Euclidean space R
3 leads

immediately to the following “vector analytic” specializations.

Corollary 4.1. Let Ω be a bounded Lipschitz domain in R
3 and k ∈ N0. Then there exists a

family of universal extension operators El (l = 0,1,2,3) such that

E0 : Hk+1(Ω) �→ Hk+1(Ω)R3 satisfying

{
E0u = u, a.e. in Ω , and
‖E0u‖Hk+1(R3) � C‖u‖Hk+1(Ω);

E1 : H k(curl;Ω) �→ H k
(
curl;R3

)
satisfying

{
E1u = u, a.e. in Ω , and
‖E1u‖H k(curl;R3) � C‖u‖H k(curl;Ω);

E2 : H k(div;Ω) �→ H k
(
div;R3

)
satisfying

{
E2u = u, a.e. in Ω , and
‖E2u‖H k(div;R3) � C‖u‖H k(div;Ω);

E3 : Hk(Ω) �→ Hk
(
R

3
)

satisfying

{
E3u = u, a.e. in Ω , and
‖E3u‖Hk(R3) � C‖u‖Hk(Ω)

with all the constants C = C(k,Ω) independent of the functions/fields involved.

5. Application: Regular decompositions

Regular decomposition results for H (div;Ω) and H (curl;Ω) and related spaces assert that
those can be split into the kernel of the underlying differential operator and a complement space
of H 1-regular functions. Regular decompositions, pioneered in [4], have become a powerful tool
in mathematical analysis [10,6] and numerical analysis, see [16, Sect. 2.4] and the references
given there.

In this section, we apply the universal extension result to establish regular decompositions
of Sobolev spaces of differential forms. As a consequence, a well-known lifting lemma can be
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generalized to Sobolev spaces of differential forms. Throughout this section we only consider
d � 3 and Ω ⊂ R

d is always assumed to be a bounded Lipschitz domain.
As a tool for the subsequent analysis, we introduce the Fourier transform F and its inverse

transform F−1. For a differential l-form ω = ∑
I ωIdxI ∈ L2(Rd;Λl), we define its Fourier

transform componentwise by (cf. [28])

ω̂(ξ) := F (ω)(ξ ) =
∑
I

ω̂I (ξ)dξ I

where the component ω̂I (ξ ) is given by

F (ωI )(ξ ) = 1

(2π)d/2

∫
Rd

exp(−ıξ · x)ωI (x)dx.

Here ı is the imaginary unit, ξ = (ξ1, . . . , ξd)T is the vectorial angular frequency in R
d and

dξ I = dξi1 ∧ · · · ∧ dξil , with I being an increasing l-permutation.
It is easy to see that the Fourier transform converts the exterior derivative into an exterior

product. More precisely for any ω ∈ H (d,Ω,Λl), we have

F (dω) = ıξ̂ ∧ F (ω), (5.1)

where ξ̂ is the differential 1-form in the frequency domain, namely ξ̂ = ξ1dξ1 + ξ2dξ2 +
· · · + ξddξd .

The regular decomposition we are going to discuss relies on the existence of regular potentials
in R

d .

Lemma 5.1 (Existence of regular potentials in R
d ). For 1 � l � d , l ∈N and every k ∈N0 there

is a continuous lifting mapping

L : H (
d0,Rd,Λl

) ∩ H k
(
R

d ,Λl
) �→ H k+1

loc

(
R

d,Λl−1)
such that for all ω ∈ H (d0,Rd,Λl) ∩ H k(Rd ,Λl),

dL ω = ω. (5.2)

Proof. We follow the idea in the proof of [2, Lemma 3.5, p. 837]. It boils down to straightforward
calculations with Fourier transforms of differential forms.

Let ω ∈ H (d0,Rd,Λl) ∩ H k(Rd ,Λl), i.e., dω = 0. We try to seek an η ∈ H k+1
loc (Rd ,Λl−1)

such that for any compact D ⊂ R
d ,

dη = ω and ‖η‖H k+1(D,Λl−1) � C‖ω‖H k(D,Λl). (5.3)

Taking the Fourier transform on both sides of the equations dη = ω and dω = 0, and using (5.1)
we derive

ıξ̂ ∧ η̂ = ω̂, ıξ̂ ∧ ω̂ = 0. (5.4)
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This linear system (5.4) has a solution that can be explicitly expressed as (cf. [17] for details)

η̂(ξ) := −ıξ� ω̂(ξ)

|ξ |2 . (5.5)

It remains to show that η ∈ H k+1
loc (Rd ,Λl−1). We will use the cut-off technique as in the proof

of [2, Lemma 3.5]. First we observe that for any increasing l-permutation I and any j with
1 � j � d , we get from (5.5) ∣∣ξj η̂I (ξ )

∣∣ �
∑
J

∣∣ω̂J (ξ)
∣∣. (5.6)

Appealing to the Fourier representation of Sobolev norms on R
d , we can conclude ∂ηI

∂xj
∈ Hk(Rd)

for all combinations of I and j .
Next we can choose a cut-off function ψ ∈ C∞

0 (Rd) with ψ(ξ) = 1 for |ξ | � 1, and ψ(ξ) = 0
for |ξ | � 2. Then split ω̂ according to

η̂(ξ) = ψ(ξ)η̂(ξ) + (
1 − ψ(ξ)

)
η̂(ξ). (5.7)

Note that each component of the differential form ψ(ξ)η̂(ξ) has a compact support and belongs
to L1(Rd) (d � 3!), so that its inverse Fourier transform is analytic. Hence, the restriction of
F−1(ψ(·)η̂(·)) to any compact D ⊂ R

d belongs to Hm(D) for any m ∈ N0. It goes without
saying that the inverse Fourier transform of the second term (1 − ψ(ξ))η̂(ξ) yields a form in
H k(Rd ,Λl−1). Summing up, we have shown that F−1(η̂(·)) ∈ H k

loc(R
d ,Λl−1). This completes

our proof. �
The following theorem is a fairly straightforward generalization of the regular decomposition

lemma [16, Lemma 2.4]:

Theorem 5.2 (Lifted regular decompositions). For every k ∈ N0, 1 � l � d , there exist contin-
uous maps R : H k(d,Ω,Λl) �→ H k+1(Ω,Λl) and N : H k(d,Ω,Λl) �→ H k+1(Ω,Λl−1) such
that

R + d ◦ N = Id on H k
(
d,Ω,Λl

)
. (5.8)

In addition, there are continuous maps R0 : H k
0(d,Ω,Λl) �→ H k+1

0 (Ω,Λl) and N0 :
H k

0(d,Ω,Λl) �→ H k+1
0 (Ω,Λl−1) such that

R0 + d ◦ N0 = Id on H k
0

(
d,Ω,Λl

)
. (5.9)

Proof. We first prove (5.8): pick ω ∈ H k(d,Ω,Λl) and extend it to ω̃ ∈ H k(d,Rd,Λl) using
the universal extension of Theorem 3.6. Then set

Rω := (L dω̃)|Ω, Nω := L (ω̃ − L dω̃)|Ω. (5.10)

It is easy to check that d(ω̃ − Rω̃) = 0 in Ω in view of (5.2). The continuity properties of these
operators and (5.8) are straightforward from Lemma 5.1.
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Next we show (5.9) following the proof of Lemma 2.4 in [16]: for any μ ∈ H k
0(d,Ω,Λl),

we extend it by zero to μ̃ ∈ H k(d,Rd ,Λl) and define ω̃ = dμ̃ ∈ H k(d0,Rd,Λl+1). There exist
from Lemma 5.1 η ∈ H k+1

loc (Rd ,Λl) and ω̃ = dη, which implies that d(μ̃ − η) = 0. Applying
Lemma 5.1 again yields ρ ∈ H k+1

loc (Rd ,Λl) satisfying μ̃−η = dρ. The fact that μ̃ = 0 in R
d \Ω

leads to ρ ∈ H k+1
loc (d,Rd \ Ω,Λl). By extending ρ|Rd\Ω into the interior of Ω by Theorem 3.6,

denoted by ρ̃, we can define

R0μ := η + dρ̃.|Ω ∈ H k+1(Ω,Λl
)
, N0μ := ρ − ρ̃ ∈ H k+1(Ω,Λl−1).

The identity (5.9) is a consequence of the construction. Continuity of the extension translates into
the asserted continuity properties of the operators. Finally, we note that ρ − ρ̃ = 0 on R

d \ Ω ,
which implies the homogeneous boundary condition for N0μ. Similarly, we have η + dρ̃ = 0 in
R

d \ Ω , and η + dρ̃ ∈ H k+1
loc (Rd,Λl), hence R0μ ∈ H k+1

0 (Ω,Λl). �
Let us recall the classical version of a lifting lemma which is important in the analysis of the

Navier–Stokes equations, see Corollary 2.4 and Lemma 2.2 in [14].

Lemma 5.3 (Classical lifting lemma). Assume that Ω is a bounded Lipschitz domain in R
3, then

for any p ∈ L2(Ω) and p ∈ L2(Ω) with
∫
Ω

p dx = 0, there exist v ∈ H 1(Ω) and v ∈ H 1
0(Ω),

respectively, satisfying

div v = p and ‖v‖H 1(Ω) � C‖p‖L2(Ω), (5.11)

where C is a positive constant independent of p.

It is remarked that the original proof due to Nečas establishes an equivalent assertion by
showing that the range space of grad, the adjoint operator of div, is closed in H 1

0(Ω), which is
the dual space of H−1(Ω) (cf. [24]). Nečas’ proof is rather lengthy and quite complicated for the
technical treatment of Lipschitz boundary. Lemma 5.3 is of crucial importance for the treatment
of the constraints of compressibility and incompressibility in mechanics and fluid mechanics.
With the regular decomposition lemma we have established earlier, a generalized version of
Lemma 5.3 can be deduced easily.

Corollary 5.4 (Generalized lifting lemma). Let k ∈ N0 and 1 � l � d , and consider a bounded
Lipschitz domain Ω ∈ R

d of full topological generality. Then for all ω ∈ dH k(d,Ω,Λl−1) and
dH s

0(d,Ω,Λl−1) (1 � l < d) with
∫
Ω

ω = 0 for l = d , there are an η ∈ H s+1(Ω,Λl−1) and

H s+1
0 (Ω,Λl−1) respectively, and a positive constant C independent of η such that

dη = ω, (5.12)

‖η‖H k+1(Ω,Λl−1) � C‖ω‖H k(Ω,Λl). (5.13)

Proof. By Theorem 5.2, we can define η = Rω and η = R0ω to show (5.12) and (5.13), respec-
tively. �

It is natural to derive from Corollary 5.4 a similar result for the curl operator to Lemma 5.3.
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Corollary 5.5. Assume that Ω is a bounded Lipschitz domain in R
3, then for any v ∈

curlH (curl;Ω) and v ∈ curlH 0(curl;Ω), there exist u ∈ H 1(Ω) and u ∈ H 1
0(Ω) respectively,

satisfying

curl u = v and ‖u‖H 1(Ω) � C‖v‖L2(Ω), (5.14)

where C is a positive constant independent of v.

Remark 5.1. Theorem 5.2 also holds for d = 2, but with a different proof invoking analyticity of
Fourier transforms (cf. [14, Sect. I.3.1]).

Remark 5.2. We emphasize that Theorem 5.2 can also be deduced from [11, Theorem 4.6] by
appealing to the so-called Bogovskii operators.
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