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#### Abstract

Let $\phi(x)=\sum_{n=0}^{\infty} c_{n} \chi_{E}(x-n)$ with $\left\{c_{n}\right\}_{n=0}^{\infty} \in l^{1}$, and let $(\phi, a, 1), 0<a \leqslant 1$ be a Weyl-Heisenberg system $\left\{e^{2 \pi i m x} \phi(x-n a): m, n \in \mathbb{Z}\right\}$. We show that if $E=[0,1]$ (and some modulo extension of $E$ ), then ( $\phi, a, 1$ ) is a frame for each $0<a \leqslant 1$ (for certain $a$, respectively) if and only if the analytic function $H(z)=\sum_{n=0}^{\infty} c_{n} z^{n}$ has no zero on the unit circle $\{z:|z|=1\}$. These results extend the case of Casazza and Kalton (2002) [6] that $\phi(x)=\sum_{i=1}^{k} \chi_{[0,1]}\left(x-n_{i}\right)$ and $a=1$, which brought together the frame theory and the function theory on the closed unit disk. Our techniques of proofs are based on the Zak transform and the distribution of fractional parts of $\{n a\}_{n \in \mathbb{Z}}$.
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## 1. Introduction

Let $g \in L^{2}(\mathbb{R})$ and $a, b \in \mathbb{R}^{+}$, we use $(g, a, b)$ to denote the Weyl-Heisenberg system (also called the Gabor system) $\left\{E_{m b} T_{n a} g: m, n \in \mathbb{Z}\right\}$ generated by a window function $g$. Here $E_{b} g(t)=e^{2 \pi i b t} g(t)$ is the modulation operator and $T_{a} g(t)=g(t-a)$ is the translation operator.

[^0]We say that $(g, a, b)$ is a Weyl-Heisenberg frame (WH-frame for short) for $L^{2}(\mathbb{R})$ if there exist two positive constants $A, B$ such that

$$
\begin{equation*}
A\|f\|^{2} \leqslant \sum_{m, n \in \mathbb{Z}}\left|\left\langle f, E_{m b} T_{n a} g\right\rangle\right|^{2} \leqslant B\|f\|^{2} \tag{1.1}
\end{equation*}
$$

holds for every $f \in L^{2}(\mathbb{R})$. We refer to [4,10,13] for some background materials and the recent development of this frame theory and related questions.

For any $g \in L^{2}(\mathbb{R})$, a fundamental problem in this area is to find all $a, b \in \mathbb{R}^{+}$such that $(g, a, b)$ generates a WH-frame for $L^{2}(\mathbb{R})$. One general restriction is $a b \leqslant 1$ due to the wellknown density condition. However, this restriction is far from providing an answer to the fundamental problem. There is considerable amount of the literature on this problem (cf. [4-6,8,11-14, $16,20,22-24]$ ), and at this time the problem is completely solved only for three basic functions: the Gaussian function $e^{-t^{2}}[20,24]$, the hyperbolic secant $(\cosh t)^{-1}[17]$ and the one-sided exponential function $e^{-|t|} \chi_{[0, \infty)}(t)$ [15]. Here we are concerned with the case when the window function $g$ is a linear combination of certain characteristic functions. If $a b \leqslant 1$, after rescaling we assume that $b=1$ and $0<a \leqslant 1$ without loss of generality. It is surprising that even for the simplest case $g=\chi_{[0, c)}$, the classification of all $a, c \in \mathbb{R}^{+}$is rather difficult, and it is associated with a complicated set called Janssen's tie ([16], see also [12]). In [6], Casazza and Kalton consider $E=[0,1)+\left\{n_{1}, \ldots, n_{k}\right\}$, a finite union of the unit length intervals with integer end points. They showed that $\left(\chi_{E}, 1,1\right)$ is a frame (indeed a Riesz basis) if and only if $\sum_{i=1}^{k} z^{n_{i}}$ has no zeros on the unit circle. In this paper, we continue this investigation in two directions:
(i) we replace $\phi=\sum_{i=1}^{k} \chi_{\left[n_{i}, n_{i}+1\right]}$ by more general simple functions; and
(ii) we extend $a=1$ to more general $0<a \leqslant 1$.

Throughout we assume that $\left\{c_{n}\right\}_{n}$ are complex numbers and $\sum_{n=0}^{\infty}\left|c_{n}\right|<\infty$, and $H(z)=$ $\sum_{n=0}^{\infty} c_{n} z^{n}$ for $|z| \leqslant 1$. It is clear that $H(z)$ is continuous for $\{|z|=1\}$.

Our main theorem is
Theorem 1.1. Let $\phi(x)=\sum_{n=0}^{\infty} c_{n} \chi_{[0,1)}(x-n)$. Then for each $0<a \leqslant 1$ (and hence for all $0<a \leqslant 1),(\phi, a, 1)$ is a frame if and only if $H(z)$ has no zeros on $\{|z|=1\}$.

Let $E$ be a Borel set in $\mathbb{R}$ and let $\phi(x)=\sum_{n=0}^{\infty} c_{n} \chi_{E}(x-n)$. Then the support of $\phi$ is contained in $\bigcup_{n=0}^{\infty}(E+n)$. A basic necessary condition for $(\phi, a, 1)$ to be a frame is that there exist constants $C, D$ such that

$$
0<C \leqslant \sum_{k \in \mathbb{Z}}|\phi(x-k a)|^{2} \leqslant D<\infty \quad \text { a.e. }
$$

(see e.g., [7]). This implies that $E \equiv[0,1)(\bmod 1)$ when $a=1, c_{0}=1$ and $c_{n}=0$ for $n>0$. We say a Borel subset $E \subset \mathbb{R}$ is a modulo-partition of $[0,1]$ if

$$
E \equiv[0,1](\bmod 1) \quad \text { and } \quad E \cap(E+n)=\emptyset, \quad \forall n \neq 0 .
$$

As a generalization of Theorem 1.1 we have

Theorem 1.2. Let $E$ be a modulo-partition of $[0,1]$, and let $\phi(x)=\sum_{n=0}^{\infty} c_{n} \chi_{E}(x-n)$. Then for each $q \in \mathbb{N},(\phi, 1 / q, 1)$ is a frame if and only if $H(z)=\sum_{n=0}^{\infty} c_{n} z^{n}$ has no zeros on $\{|z|=1\}$.

We can make restrictions on the above modulo-partition set $E$ to allow more general translations $a$ in the system ( $\phi, a, 1$ ).

Theorem 1.3. Let $E=[0, c) \cup[N+c, N+1)$ with $0<c<1$ and $N \in \mathbb{N}$. Let $\phi(x)=$ $\sum_{n=0}^{\infty} c_{n} \chi_{E}(x-n)$. Then for each $0<a \leqslant \max \{c, 1-c\},(\phi, a, 1)$ is a frame if and only if $H(z)=\sum_{n=0}^{\infty} c_{n} z^{n}$ has no zeros on $\{|z|=1\}$.

We also give an example to show that the condition $0<a \leqslant \max \{c, 1-c\}$ in Theorem 1.3 cannot be omitted. It would be interesting to find a sharp condition for such $a$.

Example 1.4. Let $E=\left[0, \frac{1}{2}\right) \cup\left[N+\frac{1}{2}, N+1\right)$ where $N \equiv 1(\bmod 3)$. Assume that $H(z)=$ $\sum_{n=0}^{\infty} c_{n} z^{n}$ has no zeros on the unit circle, then $\left(\phi, \frac{3}{4}, 1\right)$ is not a frame.

In the study of WH-frames, the Zak transform has been used extensively. For example, Janssen, Casazza and the others used the transform to study the frame ( $g, a, 1$ ) for the case $a=1$ or $a=1 / q, q \in \mathbb{N}$, Ron and Shen [22] and Zibulski and Zeevi [25] used it to consider the case $a$ is rational. In our investigation here, we will also use the Zak transform, together with another new technique for the irrational $a$ on the distribution of $\{n a-[n a]\}_{n \in \mathbb{Z}}([x]$ is the largest integer which is less than or equal to $x$ ).

The theorems bring together frame theory and analytic function theory on the unit disk. The zeros of $H(z)=\sum_{n=0}^{\infty} c_{n} z^{n}$ on the unit circle have been studied for a long time. There is a simple sufficient condition (Kakeya theorem) to guarantee that the function $H(z)$ has no zeros on the unit disk: the coefficients $\left\{c_{n}\right\}_{n=0}^{\infty}$ are a decreasing sequence of positive reals such that $c_{j-1}>c_{j}>c_{j+1}$ for at least one $j \geqslant 1$ ([18], see also [16]). Recently the problem has also been studied extensively for polynomials with restricted coefficients (e.g., $p(z)=\sum_{n=0}^{N} a_{n} z^{n}$ where $a_{n} \in\{0,1\}$ (Newman polynomial) or $a_{n} \in\{-1,1\}$ (Littlewood polynomial) (see [1,3,21] respectively and the references therein)). There are also numerical results in connection with number theory [9] and analysis [2,19].

For the organization of the paper, we prove the necessity of the theorems, and also the upper frame bound of the sufficiency in Section 2. The main task is to establish the positive lower frame bound of the sufficiency. This is proved in Section 3 for the rational translations, and in Section 4 for the irrational translations.

## 2. Preliminaries

For $f \in L^{2}(\mathbb{R})$, we define the Zak transform of $f$ by [4,13]:

$$
Z_{f}(x, t)=\sum_{k \in \mathbb{Z}} f(x+k) e^{-2 \pi i k t}, \quad x, t \in[0,1] .
$$

It is clear that the series converges in $L^{2}(Q)$ where $Q=[0,1) \times[0,1)$. Note that $Z_{f}$ is quasiperiodic in the following sense:

$$
Z_{f}(x+1, t)=e^{2 \pi i t} Z_{f}(x, t), \quad Z_{f}(x, t+1)=Z_{f}(x, t)
$$

Hence it is sufficient to consider $(x, t) \in Q$. By definition, we have $Z_{E_{m} T_{n} \chi_{[0,1)}}(x, t)=$ $e^{2 \pi i(n x+m t)}$ for $m, n \in \mathbb{Z}$ and $(x, t) \in Q$, it follows that the Zak transform is a unitary map from $L^{2}(\mathbb{R})$ onto $L^{2}(Q)[4,13]$.

The following lemma will be used throughout the paper.
Lemma 2.1. Let $f, g \in L^{2}(\mathbb{R})$, then

$$
\sum_{m, n \in \mathbb{Z}}\left|\left\langle f, E_{m} T_{n a} g\right\rangle\right|^{2}=\sum_{n \in \mathbb{Z}} \int_{0}^{1} d x\left|\int_{0}^{1} Z_{f}(x, t) \overline{Z_{g}}(x+n a, t) d t\right|^{2}
$$

Proof. It follows from the definition of the Zak transform that $Z_{E_{m} T_{n a} g}(x, t)=Z_{g}(x-$ $n a, t) e^{2 \pi i m x}$. Hence

$$
\begin{aligned}
\sum_{m, n}\left|\left\langle f, E_{m} T_{n a} g\right\rangle\right|^{2} & =\sum_{m, n}\left|\left\langle Z_{f}, Z_{E_{m} T_{n a} g}\right\rangle\right|^{2} \\
& =\sum_{n} \sum_{m}\left|\int_{0}^{1}\left(\int_{0}^{1} Z_{f}(x, t) \overline{Z_{g}}(x-n a, t) d t\right) e^{-2 \pi i m x} d x\right|^{2} \\
& =\sum_{n} \int_{0}^{1}\left|\int_{0}^{1} Z_{f}(x, t) \overline{Z_{g}}(x-n a, t) d t\right|^{2} d x .
\end{aligned}
$$

Let $E$ be a bounded Borel subset in $\mathbb{R}$. Define

$$
\begin{equation*}
\phi(x)=\sum_{n=0}^{\infty} c_{n} \chi_{E}(x-n) \tag{2.1}
\end{equation*}
$$

where all $c_{n}$ are complex numbers and $\sum_{n=0}^{\infty}\left|c_{n}\right|<\infty$. Let $H(z)=\sum_{n=0}^{\infty} c_{n} z^{n}$, then $H$ is a continuous function on $\{|z|=1\}$, and

$$
\begin{equation*}
Z_{\phi}(x, t)=Z_{\chi_{E}}(x, t) \sum_{n=0}^{\infty} c_{n} e^{-2 \pi i n t}=Z_{\chi_{E}}(x, t) H\left(e^{-2 \pi i t}\right), \quad(x, t) \in Q \tag{2.2}
\end{equation*}
$$

To abbreviate the notations in Lemma 2.1, we will fix $g=\phi$, and use $S(f)$ to denote the two sums there. Let

$$
\begin{equation*}
F(x ; s, k)=\int_{0}^{1} Z_{f}(x, t) \overline{Z_{\phi}}(x+s, t) e^{-2 \pi i k t} d t \tag{2.3}
\end{equation*}
$$

Hence the quasi-periodic property implies that $F(x ; \ell, k)=F(x ; 0, k+\ell)$ for any integer $\ell$, and the above lemma can be rewritten as

$$
\begin{equation*}
S(f)=\sum_{n} \int_{0}^{1}|F(x ; n a, 0)|^{2} d x \tag{2.4}
\end{equation*}
$$

For the above $H(z)$, we let

$$
\begin{equation*}
A=\min _{|z|=1}|H(z)| \quad \text { and } \quad B=\max _{|z|=1}|H(z)| . \tag{2.5}
\end{equation*}
$$

It is easy to check that for any bounded Borel set $E, \phi(x)=\sum_{n=0}^{\infty} c_{n} \chi_{E}(x-n)$ lies in the Wiener amalgam space $W\left(L^{\infty}, \ell^{1}\right)$, it follows that $(\phi, a, 1)$ is a Bessel sequence [10, Proposition 6.2.2]. The following proposition states this fact. We give a direct proof for the convenience of the reader.

Proposition 2.2. Let $E$ be a bounded Borel set and let $\phi(x)=\sum_{n=0}^{\infty} c_{n} \chi_{E}(x-n)$. Then for each $0<a \leqslant 1$, there exists $C>0$ dependent on a such that

$$
\sum_{m, n \in \mathbb{Z}}\left|\left\langle f, E_{m} T_{n a} \phi\right\rangle\right|^{2} \leqslant C\|f\|^{2} \quad \forall f \in L^{2}(\mathbb{R}) .
$$

Proof. Since $E$ can be decomposed as $E=\bigcup_{n=-N}^{N}\left(E_{n}+n\right)$ for some $N \in \mathbb{N}$ where each $E_{n} \subseteq$ $[0,1)$, we have $Z_{\chi_{E}}(x, t)=\sum_{n=-N}^{N} \chi_{E_{n}}(x) e^{-2 \pi i n t}$ for $(x, t) \in Q$. Note that, for any $0 \leqslant \alpha<1$,

$$
Z_{\chi_{E}}(x+\alpha, t)= \begin{cases}Z_{\chi_{E}}(x+\alpha, t), & 0 \leqslant x<1-\alpha \\ Z_{\chi_{E}}(x+\alpha-1, t) e^{2 \pi i t}, & 1-\alpha \leqslant x<1\end{cases}
$$

For $0 \leqslant x<1-\alpha$, we have

$$
\begin{aligned}
|F(x ; \alpha, k)|^{2} & =\left|\int_{0}^{1} Z_{f}(x, t) \sum_{n=-N}^{N} \chi_{E_{n}}(x+\alpha) e^{2 \pi i n t} \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i k t} d t\right|^{2} \\
& \leqslant(2 N+1) \sum_{n=-N}^{N}\left|\int_{0}^{1} Z_{f}(x, t) e^{2 \pi i(n-k) t} \bar{H}\left(e^{-2 \pi i t}\right) d t\right|^{2}
\end{aligned}
$$

Similarly for $1-\alpha<x \leqslant 1$, we have

$$
|F(x ; \alpha, k)|^{2} \leqslant(2 N+1) \sum_{n=-N}^{N}\left|\int_{0}^{1} Z_{f}(x, t) e^{2 \pi i(n-k-1) t} \bar{H}\left(e^{-2 \pi i t}\right) d t\right|^{2} .
$$

Hence

$$
\int_{0}^{1}|F(x ; \alpha, k)|^{2} d x \leqslant(2 N+1) \sum_{n=-N}^{N} \int_{0}^{1} d x\left(\left|\int_{0}^{1} Z_{f}(x, t) e^{2 \pi i(n-k) t} \bar{H}\left(e^{-2 \pi i t}\right) d t\right|^{2}\right.
$$

$$
\left.+\left|\int_{0}^{1} Z_{f}(x, t) e^{2 \pi i(n-k-1) t} \bar{H}\left(e^{-2 \pi i t}\right) d t\right|^{2}\right)
$$

Let $\mathcal{F}_{k}=\{n a-[n a]:[n a]=k, n \in \mathbb{Z}\}$ where $[n a]$ is the largest integer $\leqslant n a$, then $1 \leqslant \# \mathcal{F}_{k}(a) \leqslant$ $1+a^{-1}$. We have, from the above,

$$
\begin{aligned}
S(f) & =\sum_{k \in \mathbb{Z}} \sum_{\alpha \in \mathcal{F}_{k}} \int_{0}^{1}|F(x ; \alpha, k)|^{2} d x \\
& \leqslant C_{1} \int_{0}^{1} d x \int_{0}^{1}\left|Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right)\right|^{2} d t \leqslant C_{1} B^{2}\|f\|^{2}
\end{aligned}
$$

where $C_{1}=2(2 N+1)^{2}\left(1+a^{-1}\right)$.
Proposition 2.3. Let $E$ be a bounded Borel set and let $\phi(x)=\sum_{n=0}^{\infty} c_{n} \chi_{E}(x-n)$. For each $0<a \leqslant 1$, suppose there exists $C>0$ such that

$$
\sum_{m, n \in \mathbb{Z}}\left|\left\langle f, E_{m} T_{n a} \phi\right\rangle\right|^{2} \geqslant C\|f\|^{2} \quad \forall f \in L^{2}(\mathbb{R}) .
$$

Then $\min _{|z|=1}|H(z)|=A>0$ where $H(z)$ is given in (2.2).
Proof. If $A=0$, there exists $t_{0} \in[0,1)$ such that $H\left(e^{-2 \pi i t_{0}}\right)=0$. For any $\epsilon>0$, we have $\left|H\left(e^{-2 \pi i t}\right)\right| \leqslant \epsilon$ when $t \in I$ a sub-interval of $[0,1)$. Let $f \in L^{2}(\mathbb{R})$ be such that $Z_{f}(x, t)=$ $\chi_{I}(t)$. By the same argument as in Proposition 2.2, we have

$$
S(f) \leqslant C_{1} \int_{0}^{1} d x \int_{I}\left|Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right)\right|^{2} d t \leqslant \epsilon^{2} C_{1}\|f\|^{2}
$$

where $C_{1}$ is the same as in the above proposition, this contradicts the hypothesis.

## 3. Proofs for rational translations

We first consider Theorem 1.2 with $\phi(x)=\sum_{n=0}^{\infty} c_{n} \chi_{E}(x-n)$ where $E$ is a modulo-partition of [0, 1]. In that case $a=1 / q$ in the WH-system ( $\phi, a, 1$ ).

Proof of Theorem 1.2. We see that the modulo-partition property implies that $\bigcup_{n \in Z}(E+n)=$ $\mathbb{R}$ is a disjoint union. Hence for $x \in[0,1)$, there exists a unique integer $\eta(x)$ such that $x+$ $\eta(x) \in E$, then

$$
\begin{equation*}
Z_{\chi_{E}}(x, t)=e^{-2 \pi i \eta(x) t}, \quad x, t \in[0,1) \tag{3.1}
\end{equation*}
$$

Note that $n a=j / q+k$ for some $j$ and $k$. By Lemma 2.1 and (2.3),

$$
\begin{align*}
S(f)= & \sum_{n \in \mathbb{Z}} \int_{0}^{1}|F(x ; n a, 0)|^{2} d x=\sum_{k \in \mathbb{Z}} \sum_{j=0}^{q-1} \int_{0}^{1}|F(x ; j / q, k)|^{2} d x \\
= & \sum_{j=0}^{q-1} \sum_{k \in \mathbb{Z}} \int_{0}^{1-j / q}\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(k-\eta(x+j / q)) t} d t\right|^{2} d x \\
& +\sum_{j=0}^{q-1} \sum_{k \in \mathbb{Z}} \int_{1-j / q}^{1}\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(k-\eta(x+j / q-1)+1) t} d t\right|^{2} d x  \tag{3.1}\\
= & q \sum_{k \in \mathbb{Z}} \int_{0}^{1}\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i k t} d t\right|^{2} d x \\
= & q \int_{Q}\left|Z_{f} \bar{H}\left(e^{-2 \pi i t}\right)\right|^{2} .
\end{align*}
$$

Let $A=\min _{|z|=1}|H(z)|$ and $B=\max _{|z|=1}|H(z)|$ as in (2.5). If $A>0$, then the above yields $q A^{2}\|f\|^{2} \leqslant S(f) \leqslant q B^{2}\|f\|^{2}$, and the sufficiency follows. The necessity follows from the above identity and the proof of Proposition 2.3. (Note that Proposition 2.3 can be applied directly if $E$ is bounded, but cannot be applied if $E$ is unbounded.)

To prove Theorems 1.1 and 1.3 for the rational $a$, we need one more technique. If $a=p / q$ where $p, q$ are co-prime, then for $0 \leqslant i, j \leqslant q-1$, there exist $0 \leqslant d_{i j} \leqslant p$ and $0 \leqslant r_{i j} \leqslant q-1$ such that

$$
i+j p=d_{i j} q+r_{i j}
$$

It is clear that for each $i,\left\{r_{i j}\right\}_{j=0}^{q-1}=\{0,1, \ldots, q-1\}$. The following rearrangement lemma plays an important role in the proof of the main theorems.

Lemma 3.1. For each $0 \leqslant i \leqslant q-1$, there exists $j_{k}$ (depending on $i$ ) such that

$$
i+j_{k} p=d_{i j_{k}} q+k, \quad k=0,1, \ldots, q-1
$$

## Moreover

(i) $\left\{j_{0}, j_{1}, \ldots, j_{q-1}\right\}=\{0,1, \ldots, q-1\}$;
(ii) $\left\{d_{i j_{k}}, d_{i j_{k+1}}, \ldots, d_{i j_{k+p-1}}\right\} \equiv\{0,1, \ldots, p-1\}(\bmod p)$ for each $0 \leqslant k \leqslant q-p$;
(iii) $d_{i j_{k}} \equiv d_{i j_{k+p}}(\bmod p)$ for $0 \leqslant k \leqslant q-p-1$.

Proof. (i) follows from the fact that the $j_{k}$ 's are all distinct, and the same for (ii). To prove (iii), note that the assumption implies $\left(j_{k+p}-j_{k}-1\right) p=\left(d_{i j_{k+p}}-d_{i j_{k}}\right) q$. Hence we have either $d_{i j_{k+p}}=d_{i j_{k}}$ or $\left|d_{i j_{k+p}}-d_{i j_{k}}\right|=p$.

Proof of Theorem 1.1 with rational $\boldsymbol{a}$. In view of the results in Section 2, it suffices to prove the existence of a positive lower frame bound. We see that $a=1$ is just a special case of Theorem 1.2. Now let $a=p / q<1$ with $p, q$ co-prime. Similar to the above, we have

$$
S(f)=\sum_{k \in \mathbb{Z}} \sum_{j=0}^{q-1} \int_{0}^{1}|F(x ; j p / q, k p)|^{2} d x=\sum_{i, j=0}^{q-1} \int_{i / q}^{(i+1) / q} \sum_{k}|F(x ; j p / q, k p)|^{2} d x .
$$

Fix $i, j$ and let $i+j p=d_{i j} q+r_{i j}$ as above. Let $x \in[i / q,(i+1) / q)$, and write

$$
x+\frac{j p}{q}=x-\frac{i}{q}+\frac{i+j p}{q}=x-\frac{i}{q}+d_{i j}+\frac{r_{i j}}{q} .
$$

Then $x+j p / q-d_{i j} \in\left[r_{i j} / q,\left(r_{i j}+1\right) / q\right)$. By (2.2),

$$
Z_{\phi}(x+j p / q, t)=Z_{\phi}\left(x+j p / q-d_{i j}, t\right) e^{2 \pi i d_{i j}}=H\left(e^{-2 \pi i t}\right) e^{2 \pi i d_{i j}}
$$

Hence, by Lemma 3.1,

$$
\begin{aligned}
S(f) & =\sum_{i=0}^{q-1} \int_{i / q}^{(i+1) / q} d x \sum_{j=0}^{q-1} \sum_{k}\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i \cdot\left(k p+d_{i j}\right) t} d t\right|^{2} \\
& \geqslant \sum_{i=0}^{q-1} \int_{i / q}^{(i+1) / q} d x \sum_{\ell=0}^{p-1} \sum_{k \in \mathbb{Z}}\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i \cdot(k p+\ell) t} d t\right|^{2} \\
& =\sum_{i=0}^{q-1} \int_{i / q}^{(i+1) / q} d x \int_{0}^{1}\left|Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right)\right|^{2} d t \\
& =\int_{Q}\left|Z_{f}(x, t) \bar{H}\left(e^{2 \pi i t}\right)\right|^{2} \geqslant A^{2}\|f\|^{2} .
\end{aligned}
$$

Hence $(\phi, a, 1)$ is a frame.
Proof of Theorem 1.3 with rational $\boldsymbol{a}$. Again, we need only prove the existence of a positive lower frame bound. Without loss of generality, we assume that $c=\max \{c, 1-c\}(\geqslant 1 / 2)$. That $E=[0, c) \cup[N+c, N+1)$ implies

$$
Z_{\phi}(x, t)= \begin{cases}H\left(e^{-2 \pi i t}\right), & x \in[0, c) \\ e^{-2 \pi i N t} H\left(e^{-2 \pi i t}\right), & x \in[c, 1)\end{cases}
$$

Let $a=p / q$ with $p, q$ co-prime. There exists a positive integer $\beta$ such that $\beta / q \leqslant c<(\beta+1) / q$ and thus $p \leqslant \beta$.

Note that for $x \in[i / q,(i+1) / q)$ and for $0 \leqslant s<p$, we can find $j_{s}$ and $d_{i j_{s}}$ such that $x+$ $j_{s} p / q-d_{i j_{s}} \in[s / q,(s+1) / q) \subset[0, c)$ and $\left\{d_{i j_{0}}, \ldots, d_{i j_{p-1}}\right\} \equiv\{0, \ldots, p-1\}(\bmod p)$ (by Lemma 3.1). Similar to the argument in the proof of the last theorem, we have

$$
\begin{aligned}
S(f) & =\sum_{i=0}^{q-1} \int_{i / q}^{(i+1) / q} d x \sum_{s=0}^{q-1} \sum_{k \in \mathbb{Z}}\left|F\left(x ; j_{s} p / q-d_{i j_{s}}, k p+d_{i j_{s}}\right)\right|^{2} \\
& \geqslant \sum_{i=0}^{q-1} \int_{i / q}^{(i+1) / q} d x \sum_{s=0}^{p-1} \sum_{k \in \mathbb{Z}}\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i\left(k p+d_{i j_{s} s}\right) t} d t\right|^{2} \\
& =\sum_{i=0}^{q-1} \int_{i / q}^{(i+1) / q} d x \int_{0}^{1}\left|Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right)\right|^{2} d t \\
& =\int_{Q}\left|Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right)\right|^{2} \geqslant A^{2}\|f\|^{2}
\end{aligned}
$$

and the theorem follows.

In the following we prove Example 1.4, which shows that the condition $a \leqslant \max \{c, 1-c\}$ in Theorem 1.3 cannot be omitted.

Proof of Example 1.4. Let $E=\left[0, \frac{1}{2}\right) \cup\left[N+\frac{1}{2}, N+1\right)$ where $N \equiv 1(\bmod 3)$. For $a=\frac{3}{4}$, we have, as the first identity in the proof of the last theorem,

$$
S(f)=\sum_{i=0}^{3} \sum_{j=0}^{3} \int_{i / 4}^{(i+1) / 4} d x \sum_{k \in \mathbb{Z}}\left|F\left(x ; j 3 / 4-d_{i j}, 3 k+d_{i j}\right)\right|^{2},
$$

where $i+j 3=d_{i j} 4+r_{i j}$ for $0 \leqslant i, j \leqslant 3$. We give a calculation of the sum of $S(f)$ for $i=0$. Note that

$$
Z_{\phi}(x, t)= \begin{cases}H\left(e^{-2 \pi i t}\right), & x \in[0,1 / 2) ; \\ e^{-2 \pi i N t} H\left(e^{-2 \pi i t}\right), & x \in[1 / 2,1) .\end{cases}
$$

Since $d_{00}=d_{01}=0, d_{02}=1, d_{03}=2$, we have

$$
\begin{aligned}
& \sum_{k \in \mathbb{Z}} \int_{0}^{1 / 4} d x \sum_{j=0}^{3}\left|F\left(x ; j 3 / 4-d_{0 j}, 3 k+d_{0 j}\right)\right|^{2} \\
& \quad=\sum_{k \in \mathbb{Z}} \int_{0}^{1 / 4} d x\left(\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(3 k) t} d t\right|^{2}\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(3 k-N) t} d t\right|^{2} \\
& +\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(3 k+1-N) t} d t\right|^{2} \\
& \left.+\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(3 k+2) t} d t\right|^{2}\right) \\
& =2 \sum_{k \in \mathbb{Z}} \int_{0}^{1 / 4} d x\left(\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(3 k) t} d t\right|^{2}\right. \\
& \\
& \left.+\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(3 k+2) t} d t\right|^{2}\right)
\end{aligned}
$$

Let $P=\overline{\operatorname{span}}\left\{e^{2 \pi i 3 k t}, e^{2 \pi i(3 k+2) t}\right\}_{k \in \mathbb{Z}}$ in $L^{2}[0,1]$. For any nonzero function $h \in P^{\perp}$, we let $h(t) / \bar{H}\left(e^{-2 \pi i t}\right)=\sum_{n \in \mathbb{Z}} b_{n} e^{-2 \pi i n t}$. Define

$$
f^{*}(x+n)= \begin{cases}b_{n}, & x \in[0,1 / 4) \\ 0, & x \in[1 / 4,1)\end{cases}
$$

for $n \in \mathbb{Z}$. Then by the definition of the Zak transform

$$
Z_{f^{*}}(x, t)= \begin{cases}h(t) / \bar{H}\left(e^{-2 \pi i t}\right), & x \in[0,1 / 4) \\ 0, & x \in[1 / 4,1)\end{cases}
$$

Hence $S\left(f^{*}\right)=\sum_{m, n \in \mathbb{Z}}\left|\left\langle f^{*}, E_{m} T_{n 3 / 4} \phi\right\rangle\right|^{2}=0$. This implies that $(\phi, 3 / 4,1)$ is not a frame.

## 4. Proof for irrational translations

We need a more notation. For fixed $a$, let

$$
\mathcal{A}_{k}=\{n a-\lfloor n a\rfloor:\lfloor n a\rfloor=k \text { and } n \in \mathbb{Z}\}, \quad k \in \mathbb{Z}
$$

where $\lfloor r\rfloor$ is the largest integer $\leqslant r$. Clearly $\# \mathcal{A}_{k} \leqslant 1+a^{-1}$ for each $k \in \mathbb{Z}$. Write

$$
\alpha_{* k}=\min \left\{\alpha: \alpha \in \mathcal{A}_{k}\right\}, \quad \alpha_{k}^{*}=\max \left\{\alpha: \alpha \in \mathcal{A}_{k}\right\}
$$

and $\alpha_{k}=\alpha_{* k}=\alpha_{k}^{*}$ if \# $\mathcal{A}_{k}=1$.

Lemma 4.1. Let $1 / 2<a<1$ be an irrational, then $\# \mathcal{A}_{k} \in\{1,2\}$, and
(i) if $\# \mathcal{A}_{k}=2$, then $0 \leqslant \alpha_{* k}<1-a, a \leqslant \alpha_{k}^{*}<1$, and $k=0$ is the only integer such that $\alpha_{* 0}=0, \alpha_{0}^{*}=a$;
(ii) if $\# \mathcal{A}_{k}=1$, then $1-a \leqslant \alpha_{k}<a$, and $k=-1$ is the only integer such that $\alpha_{k}=1-a$.

Proof. We only check the two special cases in (i) and (ii), the rest is clear. Note that $\mathcal{A}_{0}=\{0, a\}$ and $\mathcal{A}_{-1}=\{1-a\}$. In (i), if $\alpha_{* k}=0$, then there exists $n \in \mathbb{Z}$ such that $n a=k$, since $a$ is an irrational, this forces $k=0$. Similarly for $\alpha_{k}^{*}=a$. In (ii), if $\alpha_{k}=1-a$, by definition there exists $n \in \mathbb{Z}$ such that $n a=k+\alpha_{k}=k+1-a$. This implies that $n=-1$ because $a$ is irrational, and thus $k=-1$.

Lemma 4.2. Let $0<a<1$ be an irrational.
(i) If $1 / 2<a<1$ and $\# \mathcal{A}_{k}=\# \mathcal{A}_{k+1}=\cdots=\# \mathcal{A}_{k+m}$ for some $k \in \mathbb{Z}$, then $m \leqslant \max \left\{\frac{2 a-1}{1-a}\right.$, $\left.\frac{1-a}{2 a-1}\right\}$;
(ii) if $1 / 2<a<2 / 3$ and $\# \mathcal{A}_{k}=1$, then $\# \mathcal{A}_{k-1}=\# \mathcal{A}_{k+1}=2$;
(iii) if $2 / 3<a<1$ and $\# \mathcal{A}_{k}=2$, then $\# \mathcal{A}_{k-1}=\# \mathcal{A}_{k+1}=1$.

Proof. For (i), we let $m$ be the largest with the property in the hypothesis. When $\# \mathcal{A}_{k}=1$, by the definition of $\mathcal{A}_{k}$ and Lemma 4.1, there exists $n$ such that $n a=k+\alpha_{k}$ with $\alpha_{k} \leqslant a$, and $(n+m) a=(k+m)+\alpha_{k+m}$ with $\alpha_{k+m} \geqslant 1-a$. This yields $m \leqslant \frac{2 a-1}{1-a}$. The proof for $\# \mathcal{A}_{k}=2$ is similar.

For (ii), there exists $n \in \mathbb{Z}$ such that $n a=k+\alpha_{k}$. Let $(n+1) a=k+1+x$, then $x=a-1+$ $\alpha_{k} \leqslant 2 a-1<1-a$ (by Lemma 4.1(ii) and $a<2 / 3$ ). On the other hand, $x>a-1+1-a=0$ if $k \neq-1$ (by Lemma 4.1(ii) again). Hence $0<x<1-a$ and $\# \mathcal{A}_{k+1}=2$ if $k \neq-1$. Similarly, let $(n-1) a=k-1+x$ we have $x=1-a+\alpha_{k} \geqslant 2-2 a>a$ and $x<1-a+a=1$, then $\# \mathcal{A}_{k-1}=2$. For the exceptional case $k=-1$, we have $\mathcal{A}_{-2}=\{2-3 a, 2-2 a\}$ and $\mathcal{A}_{0}=\{0, a\}$. Hence (ii) holds.

The proof of (iii) is similar to (ii). We will show the case that $\# \mathcal{A}_{k+1}=1$. Note that the assumption implies that there exists $n \in \mathbb{Z}$ such that $n a=k+\alpha_{k}^{*}$. Let $(n+1) a=(k+1)+x$, then $x=a-1+\alpha_{k}^{*}$. It follows that $1-a<2 a-1 \leqslant x<a$ (by Lemma 4.1(i) and $a>2 / 3$ ), and thus $\mathcal{A}_{k+1}=\{x\}\left(=\left\{\alpha_{k+1}\right\}\right)$.

Proof for Theorem 1.1 with irrational $\boldsymbol{a}$. In view of Proposition 2.3, we need only prove the sufficiency. We separate the proof into three cases:

Case 1: Assume $0<a<1 / 2$. Then $\# \mathcal{A}_{k} \geqslant 2$, and $\alpha_{* k} \in[0,1 / 2), \alpha_{k}^{*} \in(1 / 2,1)$.

$$
\begin{aligned}
S(f) & =\sum_{k \in \mathbb{Z}} \sum_{\alpha \in \mathcal{A}_{k}} \int_{0}^{1}|F(x ; \alpha, k)|^{2} d x \\
& \geqslant \sum_{k}\left(\int_{0}^{1 / 2}\left|F\left(x ; \alpha_{* k}, k\right)\right|^{2} d x+\int_{1 / 2}^{1}\left|F\left(x ; \alpha_{k}^{*}, k\right)\right|^{2} d x\right)
\end{aligned}
$$

$$
\begin{aligned}
= & \sum_{k} \int_{0}^{1 / 2}\left|\int_{0}^{1} Z_{f} \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i k t} d t\right|^{2} d x \\
& +\sum_{k} \int_{1 / 2}^{1}\left|\int_{0}^{1} Z_{f} \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(k+1) t} d t\right|^{2} d x \\
= & \int_{Q}\left|Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right)\right|^{2} \geqslant A^{2}\|f\|^{2}
\end{aligned}
$$

Hence the sufficiency follows.
Case 2: $1 / 2<a<2 / 3$. We consider the integral of $x$ on $[0,1-a],[1-a, a]$ and $[a, 1]$ separately. By the first identity above,

$$
\begin{aligned}
\sum_{k \in \mathbb{Z}} \sum_{\alpha \in \mathcal{A}_{k}} \int_{0}^{1-a}|F(x ; \alpha, k)|^{2} d x & \geqslant \int_{0}^{1-a} \sum_{k \in \mathbb{Z}}\left|F\left(x ; \alpha_{* k}, k\right)\right|^{2} d x \\
& =\int_{0}^{1-a} d x \sum_{k \in \mathbb{Z}}\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i k t} d t\right|^{2} \\
& =\int_{0}^{1-a} d x \int_{0}^{1}\left|Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right)\right|^{2} d t
\end{aligned}
$$

A similar estimation for [ $a, 1$ ] holds by replacing $\alpha_{* k}$ with $\alpha_{k}^{*}$.
For the integral on $[1-a, a]$, let $\left\{k_{l}\right\}_{l \in \mathbb{Z}}$ be the subsequence of all $k$ such that $\# \mathcal{A}_{k}=1$. By Lemma 4.2(ii), $k_{l+1}-k_{l} \geqslant 2$. We split the sum $\sum_{k \in \mathbb{Z}}$ into $\sum_{k_{\ell}}, \sum_{k_{\ell}-1}$ and $\sum_{k \notin\left\{k_{\ell}, k_{\ell}-1\right\}}$. We drop away the first sum, and consider the second sum. By noting that $\# \mathcal{A}_{k_{l}-1}=2$, we have the estimation

$$
\begin{aligned}
& \sum_{k_{\ell}-1} \sum_{\alpha \in \mathcal{A}_{k_{l}-1}} \int_{1-a}^{a}\left|F\left(x ; \alpha, k_{\ell}-1\right)\right|^{2} d x \\
& \geqslant \sum_{k_{\ell}-1} \int_{1-a}^{a}\left|F\left(x ; \alpha_{*\left(k_{\ell}-1\right)}, k_{\ell}-1\right)\right|^{2} d x+\sum_{k_{\ell}-1} \int_{1-a}^{a}\left|F\left(x ; \alpha_{k_{\ell}-1}^{*}, k_{\ell}-1\right)\right|^{2} d x \\
& \quad=\sum_{k_{\ell}-1} \int_{1-a}^{a}\left|F\left(x ; 0, k_{\ell}-1\right)\right|^{2} d x+\sum_{k_{\ell}} \int_{1-a}^{a}\left|F\left(x ; 0, k_{\ell}\right)\right|^{2} d x
\end{aligned}
$$

Note that the last equality follows from $x+\alpha_{*\left(k_{\ell}-1\right)} \in[0,1]$ and $x+\alpha_{k_{\ell}-1}^{*} \in[1,2]$ for $x \in$ [ $1-a, a$ ]. Similarly for the third sum, we have

$$
\begin{aligned}
\sum_{k \notin\left\{k_{\ell}, k_{\ell}-1\right\}} \sum_{\alpha \in \mathcal{A}_{k}} \int_{1-a}^{a}|F(x ; \alpha, k)|^{2} d x & \geqslant \sum_{k \notin\left\{n_{\ell}, n_{\ell}-1\right\}} \int_{1-a}^{a}\left|F\left(x ; \alpha_{* k}, k\right)\right|^{2} d x \\
& =\sum_{k \notin\left\{n_{\ell}, n_{\ell}-1\right\}} \int_{1-a}^{a}|F(x ; 0, k)|^{2} d x
\end{aligned}
$$

Summing up the above, we have

$$
\begin{aligned}
\sum_{k \in \mathbb{Z}} \sum_{\alpha \in \mathcal{A}_{k}} \int_{1-a}^{a}|F(x ; \alpha, k)|^{2} d x & \geqslant \int_{1-a}^{a} \sum_{k \in \mathbb{Z}}|F(x ; 0, k)|^{2} d x \\
& =\int_{1-a}^{a} d x \int_{0}^{1}\left|Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right)\right|^{2} d t
\end{aligned}
$$

Hence

$$
S(f) \geqslant \int_{0}^{1} \int_{0}^{1}\left|Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right)\right|^{2} d t \geqslant A^{2}\|f\|^{2}
$$

Case 3: $2 / 3<a<1$. We will need another technical lemma that strengthens Lemma 4.2(iii).
Lemma 4.3. Let a be an irrational number with $\frac{q+1}{q+2}<a<\frac{q+2}{q+3}$ where $q \in \mathbb{N}$ and $\# \mathcal{A}_{k}=2$.
(i) If $a \leqslant \alpha_{k}^{*}<(q+2)(1-a)$, then for $1 \leqslant s \leqslant q$, \# $\mathcal{A}_{k+s}=1$ with $(s+1) a-s \leqslant \alpha_{k+s}<$ $(q+2-s)(1-a)$, and $\# \mathcal{A}_{k+q+1}=2$;
(ii) if $(q+2)(1-a) \leqslant \alpha_{k}^{*}<1$, then for $1 \leqslant s \leqslant q+1$, \# $\mathcal{A}_{k+s}=1$ with $(q+2-s)(1-a) \leqslant$ $\alpha_{k+s}<s a-s+1$, and \# $\mathcal{A}_{k+q+2}=2$.

Proof. We consider case (i). By the definition of $\mathcal{A}_{k}$ there exists $n \in \mathbb{Z}$ such that $n a=k+\alpha_{k}^{*}$, write $(n+1) a=k+1+x$. By the assumption on $\alpha_{k}^{*}, x=\alpha_{k}^{*}-(1-a)$. It follows that

$$
1-a<2 a-1 \leqslant x<(q+1)(1-a)<a .
$$

This says that $\mathcal{A}_{k+1}=\{x\}=\left\{\alpha_{k+1}\right\}$ and $\alpha_{k+1}$ satisfies $(n+1) a=k+1+\alpha_{k+1}$. Inductively, for $1 \leqslant s \leqslant q$, we have $(n+s) a=k+s+\alpha_{k+s}$, then

$$
1-a \leqslant(s+1) a-s \leqslant \alpha_{k+s}<(q+2-s)(1-a) \leqslant a, \quad 1 \leqslant s \leqslant q
$$

which implies that $\mathcal{A}_{k+s}=\left\{\alpha_{k+s}\right\}$ for $1 \leqslant s \leqslant q$. Finally for $s=q+1$, let $(n+q+1) a=$ $k+q+1+x$, then by assumption that $a<(q+2) /(q+3)$, we have $x=\alpha_{*(k+q+1)}$ with $0<(q+2) a-(q+1) \leqslant \alpha_{*(k+q+1)}<1-a$. Thus $\# \mathcal{A}_{k+q+1}=2$.

The proof of the second case is similar with some obvious modification.

Continuation of the proof of Theorem 1.1. We consider Case 3 that $2 / 3<a<1$ is an irrational number. Similar to the proof of Case 2, it is easy to show that

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}} \sum_{\alpha \in \mathcal{A}_{k}} \int_{c}^{d}|F(x ; \alpha, k)|^{2} d x \geqslant \int_{c}^{d} d x \int_{0}^{1}\left|Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right)\right|^{2} d t \tag{4.1}
\end{equation*}
$$

holds for both $c=0, d=1-a$ and $c=a, d=1$. To estimate the above integrals from $1-a$ to $a$, we fix $a$ in an open interval $\left(\frac{q+1}{q+2}, \frac{q+2}{q+3}\right)$, where $q \geqslant 1$. By Lemma 4.2(iii), there exists an increasing sequence of integers $\left\{k_{l}\right\}_{l \in \mathbb{Z}}$ such that $\# \mathcal{A}_{k}=2$ if and only if $k \in\left\{k_{l}\right\}_{l \in \mathbb{Z}}$. Note that $k_{l+1}-k_{l} \geqslant 2$ for $l \in \mathbb{Z}$. We estimate the integral for each $l \in Z$ through the following two cases:
(i) $a \leqslant \alpha_{k_{l}}^{*}<(q+2)(1-a)$ : then $k_{\ell+1}=k_{\ell}+q+1$ by Lemma 4.3(i). We divide [1-a,1] as

$$
I_{j}=[j(1-a),(j+1)(1-a)], \quad 1 \leqslant j \leqslant q, \quad \text { and } \quad I_{q+1}=[(q+1)(1-a), 1)
$$

For $1 \leqslant j \leqslant q+1$, we have the following estimation:

$$
\begin{aligned}
S_{j}:= & \sum_{k=k_{l}}^{k_{l}+q} \int_{I_{j}} \sum_{\alpha \in \mathcal{A}_{k}}|F(x ; \alpha, k)|^{2} d x \\
\geqslant & \int_{I_{j}}\left(\left|F\left(x ; \alpha_{* k_{\ell}}, k_{\ell}\right)\right|^{2}+\left|F\left(x ; \alpha_{k_{l}}^{*}, k_{\ell}\right)\right|^{2}\right) d x \\
& +\sum_{k=k_{l}+1}^{k_{l}+j-1} \int_{I_{j}}\left|\int_{0}^{1} F\left(x ; \alpha_{k}, k\right)\right|^{2} d x+\sum_{k=k_{l}+j+1}^{k_{l}+q} \int_{I_{j}}\left|\int_{0}^{1} F\left(x ; \alpha_{k}, k\right)\right|^{2} d x .
\end{aligned}
$$

(The first two terms after the inequality follow from $\# \mathcal{A}_{k_{\ell}}=2$; we drop away the term $k=k_{\ell}+j$ in the last sum. Note also that for $j=q+1$, the last sum is 0 by convention.) Observe that in the above integrands, $x+\alpha_{* k_{\ell}} \in[0,1], x+\alpha_{k_{\ell}}^{*} \in[1,2]$ by our choice of $\alpha_{k_{l}}^{*}$ in this paragraph. Also it follows from Lemma 4.3(i) that on the third row, $\alpha_{k}+j(1-a) \geqslant 1$ in the first sum, so that $x+\alpha_{k} \in[1,2]$, and in the second sum, $\alpha_{k}+(j+1)(1-a) \leqslant 1$, so that $x+\alpha_{k} \in[0,1]$. Hence we have (see the proof of Case 2),

$$
\begin{aligned}
S_{j} \geqslant & \int_{I_{j}}\left|F\left(x ; 0, k_{\ell}\right)\right|^{2} d x+\int_{I_{j}}\left|F\left(x ; 0, k_{l}+1\right)\right|^{2} d x \\
& +\sum_{k=k_{l}+1}^{k_{l}+j-1} \int_{I_{j}}|F(x ; 0, k+1)|^{2} d x+\sum_{k=k_{l}+j+1}^{k_{l}+q} \int_{I_{j}}|F(x ; 0, k)|^{2} d x \\
= & \sum_{k=k_{l}}^{k_{l}+q} \int_{I_{j}}|F(x ; 0, k)|^{2} d x .
\end{aligned}
$$

Therefore

$$
\sum_{k=k_{l}}^{k_{l}+q} \int_{1-a}^{a} \sum_{\alpha \in \mathcal{A}_{k}}|F(x ; \alpha, k)|^{2} d x \geqslant \sum_{k=k_{l}}^{k_{l}+q} \int_{1-a}^{a}|F(x ; 0, k)|^{2} d x
$$

(ii) $(q+2)(1-a) \leqslant \alpha_{k_{l}}^{*}<1$ : then $k_{l+1}=k_{l}+q+2$ by Lemma 4.3(ii). We adopt the same proof as in (i) to consider

$$
\sum_{k=k_{l}}^{k_{l}+q+1} \int_{I_{j}} \sum_{\alpha \in \mathcal{A}_{k}}|F(x ; 0, \alpha, k)|^{2} d x
$$

where $I_{j}=[(j+1) a-j, j a-j+1]$ for $1 \leqslant j \leqslant q$ and $I_{q+1}=[1-a,(q+1) a-q]$ and obtain the desired inequality as in case (i), which implies (4.1) by summing all the $\ell \in \mathbb{Z}$. This completes the proof of Theorem 1.1.

Proof of Theorem $\mathbf{1 . 3}$ for irrational translations. As $E=[0, c) \cup[N+c, N+1)$, we have

$$
Z_{\phi}(x, t)= \begin{cases}H\left(e^{-2 \pi i t}\right), & x \in[0, c) \\ e^{-2 \pi i N t} H\left(e^{-2 \pi i t}\right), & x \in[c, 1)\end{cases}
$$

If $\alpha \leqslant c$, let $I_{k}^{(i)}(\alpha)=\int_{E_{i}}|F(x ; \alpha, k)|^{2} d x$ where $E_{1}=[0, c-\alpha), E_{2}=[c-\alpha, 1-\alpha)$ and $E_{3}=[1-\alpha, 1)$. Then it is a direct calculation to verify (using $x+\alpha \in[0, c)$ or $x+\alpha \in[c, 1$ ) for all $x \in E_{i}$ ) that

$$
\begin{align*}
& I_{k}^{(1)}(\alpha)=\int_{0}^{c-\alpha} d x\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i k t} d t\right|^{2} \\
& I_{k}^{(2)}(\alpha)=\int_{c-\alpha}^{1-\alpha} d x\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(k-N) t} d t\right|^{2}, \\
& I_{k}^{(3)}(\alpha)=\int_{1-\alpha}^{1} d x\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(k+1) t} d t\right|^{2} \tag{4.2}
\end{align*}
$$

If $\alpha>c$, we let $J_{k}^{(i)}(\alpha)=\int_{E_{i}}|F(x ; \alpha, k)|^{2} d x$ with $E_{1}=[0,1-\alpha), E_{2}=[1-\alpha, 1-\alpha+c)$ and $E_{3}=[1-\alpha+c, 1)$. Then we have

$$
\begin{aligned}
& J_{k}^{(1)}(\alpha)=\int_{0}^{1-\alpha} d x\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(k-N) t} d t\right|^{2} \\
& J_{k}^{(2)}(\alpha)=\int_{1-\alpha}^{1-\alpha+c} d x\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(k+1) t} d t\right|^{2},
\end{aligned}
$$

$$
\begin{equation*}
J_{k}^{(3)}(\alpha)=\int_{1-\alpha+c}^{1} d x\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i(k+1-N) t} d t\right|^{2} \tag{4.3}
\end{equation*}
$$

Now consider

$$
S(f)=\sum_{k \in \mathbb{Z}} \sum_{\alpha \in \mathcal{A}_{k}} \int_{0}^{1}|F(x ; \alpha, k)|^{2} d x
$$

We make the estimates by decomposing the integral to the sum of the above forms according to the relation of $c$ and $\alpha$ and match up the $e^{2 \pi i k t}$ on the right. Without loss of generality we assume $c \geqslant 1 / 2$ (the proof for $c<1 / 2$ is similar). Note that by the hypothesis of the theorem, $a \leqslant c$.

Case 1: $\# \mathcal{A}_{k-1}, \# \mathcal{A}_{k} \geqslant 2$. This implies $0<a<2 / 3$ by Lemma 4.2, and hence $0 \leqslant \alpha_{* i}<\min \{1-$ $a, a\} \leqslant c$ for $i=k-1$ and $k$. Let $\alpha_{k-1}^{\prime}=\max \left\{\alpha \in \mathcal{A}_{k-1}: \alpha \leqslant c\right\}$. Then

$$
I_{k}^{(1)}\left(\alpha_{* k}\right)=\int_{0}^{c-\alpha_{* k}} d x\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i k t} d t\right|^{2}
$$

and

$$
I_{k-1}^{(3)}\left(\alpha_{k-1}^{\prime}\right)=\int_{1-\alpha_{k-1}^{\prime}}^{1} d x\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i k t} d t\right|^{2}
$$

If $\alpha_{k-1}^{\prime}=\alpha_{k-1}^{*}$, since $\left(1-\alpha_{k-1}^{\prime}\right)-\left(c-\alpha_{* k}\right)=1-c-\left(\alpha_{k-1}^{*}-\alpha_{* k}\right)=a-c \leqslant 0$, we have $[0,1] \subseteq\left[0, c-\alpha_{* k}\right) \cup\left[1-\alpha_{k-1}^{\prime}, 1\right)$. Hence

$$
I_{k-1}^{(3)}\left(\alpha_{k-1}^{\prime}\right)+I_{k}^{(1)}\left(\alpha_{* k}\right) \geqslant \int_{0}^{1} d x\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i k t} d t\right|^{2}
$$

If $\alpha_{k-1}^{\prime}<\alpha_{k-1}^{*}$, then we define $\alpha_{k-1}^{\prime}=s_{1}<s_{2}<\cdots<s_{l}=\alpha_{k-1}^{*}$ where $s_{j}=s_{j-1}+a$. Note that $s_{j}>c$ for $2 \leqslant j \leqslant l$, then

$$
J_{k-1}^{(2)}\left(s_{j}\right)=\int_{1-s_{j}}^{1-s_{j}+c} d x\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i k t} d t\right|^{2}
$$

Let $F_{j}$ denote the interval of the above integral and let $F=F_{2} \cup \cdots \cup F_{\ell}$. Then

$$
F \supseteq\left[1-s_{\ell}, 1-s_{2}+c\right]=\left[1-\alpha_{k-1}^{*}, 1-\alpha_{k-1}^{\prime}-a+c\right] .
$$

We claim that

$$
\left[0, c-\alpha_{* k}\right] \cup F \cup\left[1-\alpha_{k-1}^{\prime}, 1\right] \supseteq[0,1]
$$

Indeed it follows from a direct check that $F$ and the first and the last intervals are overlapping intervals. Now combining the above estimates, we have

$$
\begin{equation*}
I_{k}^{(1)}\left(\alpha_{* k}\right)+\sum_{j=2}^{\ell} J_{k-1}^{(2)}\left(s_{j}\right)+I_{k-1}^{(3)}\left(\alpha_{k-1}^{\prime}\right) \geqslant \int_{0}^{1} d x\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i k t} d t\right|^{2} \tag{4.4}
\end{equation*}
$$

In the rest of the cases, we use the same idea of the above proof by showing that $[0,1]$ is a subset of the unions of some of the $E_{i}$ 's in (4.2) and (4.3), and (4.4) holds similarly.

Case 2: $\# \mathcal{A}_{k-1}=2$ and $\# \mathcal{A}_{k}=1$. Then $a>1 / 2\left(\right.$ by Lemma 4.2) and $\alpha_{k} \leqslant a \leqslant c$. If $\alpha_{k-1}^{*} \leqslant c$, then

$$
\left[0, c-\alpha_{k}\right] \cup\left[1-\alpha_{k-1}^{*}, 1\right] \supseteq[0,1] .
$$

If $\alpha_{k-1}^{*}>c$, then

$$
\left[0, c-\alpha_{k}\right] \cup\left[1-\alpha_{k-1}^{*}, 1-\alpha_{k-1}^{*}+c\right] \cup\left[1-\alpha_{*(k-1)}, 1\right] \supseteq[0,1] ;
$$

Case 3: $\# \mathcal{A}_{k-1}=1, \# \mathcal{A}_{k}=2$. Then $\alpha_{k-1} \leqslant a \leqslant c$ and $\alpha_{*_{k}}<c$. In this case we use

$$
\left[1-\alpha_{k-1}, 1\right] \cup\left[0, c-\alpha_{k}\right] \supseteq[0,1] ;
$$

Case 4: $\# \mathcal{A}_{k}=\# \mathcal{A}_{k-1}=1$. Then $a>2 / 3$ (by Lemma 4.2). Also we see that $\alpha_{k-1} \leqslant a \leqslant c$. In this case we use

$$
\left[0, c-\alpha_{k}\right] \cup\left[1-\alpha_{k-1}, 1\right] \supset[0,1] .
$$

To conclude we see that each $k$ belongs to one of the above cases, we sum over all the terms in (4.2) and (4.3) through all $k$, then resort them according to $e^{-2 \pi i k}$. Therefore from the above estimate, we have

$$
S(f) \geqslant \sum_{k \in \mathbb{Z}} \int_{0}^{1} d x\left|\int_{0}^{1} Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right) e^{-2 \pi i k t} d t\right|^{2}=\int_{Q}\left|Z_{f}(x, t) \bar{H}\left(e^{-2 \pi i t}\right)\right|^{2} \geqslant A^{2}\|f\|^{2}
$$

Hence $A$ is the lower frame bound, and the sufficiency follows.

## Acknowledgment

The authors wish to express their thanks to the referee for many helpful suggestions on the syntax improvement.

## References

[1] P. Borwein, T. Erdélyi, On the zeros of polynomials with restricted coefficients, Illinois J. Math. 41 (1997) 667-675.
[2] P. Borwein, T. Erdélyi, R. Ferguson, R. Lockhart, On the zeros of cosine polynomials: solution to a problem of Littlewood, Ann. of Math. 167 (2008) 1109-1117.
[3] P. Borwein, T. Erdélyi, F. Littmann, Polynomials with coefficients from a finite set, Trans. Amer. Math. Soc. 360 (2008) 5145-5154.
[4] P. Casazza, Modern tools for Weyl-Heisenberg (Gabor) frame theory, Adv. Imaging Electron Phys. 115 (2000) 1-127.
[5] P. Casazza, O. Christensen, A. Janssen, Classifying tight Weyl-Heisenberg frames, in: The Functional and Harmonic Analysis of Wavelets and Frames, in: Contemp. Math., vol. 247, Amer. Math. Soc., Providence, RI, 1999, pp. 131148.
[6] P. Casazza, N. Kalton, Roots of complex polynomials and Weyl-Heisenberg frame sets, Proc. Amer. Math. Soc. 130 (2002) 2313-2318.
[7] I. Daubechies, The wavelet transform, time-frequency localization and signal analysis, IEEE Trans. Inform. Theory 36 (1990) 961-1005.
[8] I. Daubechies, A. Grossmann, Frames in the Bargmann space of entire functions, Comm. Pure Appl. Math. 41 (1988) 151-164.
[9] A. Dubickas, On roots of polynomials with positive coefficients, Manuscripta Math. 123 (2007) 353-356.
[10] K. Gröchenig, Foundations of Time-Frequency Analysis, Birkhäuser, Boston, 2001.
[11] K. Gröchenig, Y. Lyubarskii, Gabor (super) frames with Hermite functions, Math. Ann. 345 (2009) 267-286.
[12] Q. Gu, D. Han, When a characteristic function generates a Gabor frame, Appl. Comput. Harmon. Anal. 24 (2008) 290-309.
[13] C. Heil, History and evolution of the density theorem for Gabor frames, J. Fourier Anal. Appl. 13 (2007) 113-166.
[14] A. Janssen, On rationally oversampled Weyl-Heisenberg frames, IEEE Trans. Signal Process. 47 (1995) 239-245.
[15] A. Janssen, Some Weyl-Heisenberg frame bound calculations, Indag. Math. (N.S.) 7 (1996) 165-183.
[16] A. Janssen, Zak transforms with few zeros and the tie, in: Advances in Gabor Analysis, in: Appl. Numer. Harmon. Anal., Birkhäuser Boston, Boston, MA, 2003, pp. 31-70.
[17] A. Janssen, T. Strohmer, Hyperbolic secants yield Gabor frames, Appl. Comput. Harmon. Anal. 12 (2002) 259-267.
[18] P. Krishnaiah, On Kakeya's theorem, J. Lond. Math. Soc. 30 (1955) 314-319.
[19] I. Laba, The spectral set conjecture and multiplicative properties of roots of polynomials, J. Lond. Math. Soc. 65 (2002) 661-671.
[20] Y. Lyubarskii, Frames in the Bargmann space of entire functions. Entire and subharmonic functions, in: Adv. Sov. Math., vol. 11, Amer. Math. Soc., Providence, RI, 1992, pp. 167-180.
[21] A. Odlyzko, B. Poonen, Zeros of polynomials with 0, 1 coefficients, Enseign. Math. 39 (1993) 317-348.
[22] A. Ron, Z. Shen, Weyl-Heisenberg frames and Riesz bases in $L_{2}\left(\mathbb{R}^{d}\right)$, Duke Math. J. 89 (1997) 237-282.
[23] K. Seip, Density theorems for sampling and interpolation in the Bargmann-Fock space. I, J. Reine Angew. Math. 429 (1992) 91-106.
[24] K. Seip, R. Wallstén, Density theorems for sampling and interpolation in the Bargmann-Fock space. II, J. Reine Angew. Math. 429 (1992) 107-113.
[25] M. Zibulski, Y. Zeevi, Oversampling in the Gabor scheme, Signal Process. 41 (1993) 2679-2687.


[^0]:    *7 The research is partially supported by the RGC grant of Hong Kong and the Focused Investment Scheme of CUHK; the first author is also supported by the National Natural Science Foundation of China 10771082 and 10871180.

    * Corresponding author.

    E-mail addresses: xingganghe@yahoo.com.cn (X.-G. He), kslau@math.cuhk.edu.hk (K.-S. Lau).

