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DISKLIKENESS OF PLANAR SELF-AFFINE TILES

KING-SHUN LEUNG AND KA-SING LAU

Abstract. We consider the disklikeness of the planar self-affine tile T gener-
ated by an integral expanding matrix A and a consecutive collinear digit set
D = {0, v, 2v, · · · , (|q|−1)v} ⊂ Z2. Let f(x) = x2+px+q be the characteristic
polynomial of A. We show that the tile T is disklike if and only if 2|p| ≤ |q+2|.
Moreover, T is a hexagonal tile for all the cases except when p = 0, in which
case T is a square tile. The proof depends on certain special devices to count
the numbers of nodal points and neighbors of T and a criterion of Bandt and
Wang (2001) on disklikeness.

1. Introduction

Let Mn(Z) denote the set of n×n matrices with entries in Z and let A ∈ Mn(Z)
be expanding, that is, all eigenvalues of A have moduli > 1. Suppose det A = q.
We let D = {0, d1, · · · , d|q|−1} ⊆ Zn be a set of |q| distinct vectors. We call D
a digit set and (A,D) a self-affine pair. Let T = T (A,D) denote the set of radix
expansions with respect to the pair (A,D), i.e.,

(1.1) T = {
∞∑

k=1

A−kdjk
: djk

∈ D} =
∞∑

k=1

A−kD.

It is easy to show that T satisfies the set-valued functional equation AT = T + D.
If T has nonvoid interior, then there exists a subset J ⊆ Zn such that

T + J = Rn and (T + t)o ∩ (T + t′)o = ∅, t �= t′, t, t′ ∈ J
(see, e.g., [LW1]). T is called an integral self-affine tile and J a tiling set; T +J is
called a tiling of Rn and a lattice tiling if J is a lattice.

Recently the class of self-affine tiles has attracted a lot of attention due to its
special roles in fractal geometry, wavelet theory and the spectral set problem of
Fuglede. Despite the extensive studies, there are still many aspects of the self-affine
tiles that are not fully understood. In particular, there is very limited knowledge
on the basic topological properties such as the connectedness or the disklikeness
(homeomorphic to the closed unit disc), and these are the main considerations in
this paper.

In [O], Odlyzko gave a characterization of a tile T in R to be a finite union of
intervals by using the strict product form digit sets. For the connectedness of the
self-affine tiles T in Rn, the only complete result is that all 2-digit tiles are pathwise
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connected (actually such tiles can be filled up by space filling curves)([HSV], [B],
[Ba]). In [AT1], [AT2], [AT3], [Gi1], and [Gi2], this connectedness and related
properties for T in R2 were studied in the context of canonical number systems.
Furthermore in [H], [LAT], [LRT] and [NT], a more general setting for fractal sets
was considered.

In view of the simplicity of the connected self-affine tiles in R1 (intervals) that are
generated by A = [q] and D = {0, 1, 2, · · · , |q|− 1}, Kirat and Lau [KL] studied the
connectedness of the special class of integral self-affine tiles T that are generated by
the consecutive collinear digit sets of the form {0, v, 2v, · · · , (|q|−1)v}, v ∈ Zn\{0}.
They introduced an algebraic criterion, called the height reducing property, on the
characteristic polynomial f(x) of A to determine the connectedness of T (A,D). In
[KLR], this property was further studied and it was proved that such T in R4 are
connected. By using this criterion, Akiyama and Gjini [AG] proved that

Theorem 1.1 ([AG]). If T is a self-affine tile in Rn, n ≤ 4, generated by an
expanding integer matrix A with detA = q and collinear digit set D = {0, v, 2v, · · · ,
(|q| − 1)v}, v ∈ Zn \ {0}, then T is connected.

The question of disklikeness was first investigated by Bandt and Gelbrich [BG]
for self-affine tiles in R2 with | detA| = 2 or 3. It is clear that hexagons and squares
are disklike. Recently Bandt and Wang [BW] proved, in terms of the neighbors of
T , that the converse also holds. A translation of the tile T + �, � ∈ J is said to be
a neighbor of T if T ∩ (T + �) �= ∅.
Theorem 1.2 ([BG], [BW]). Let T be a disklike tile and T + J a lattice tiling of
R2. Then one of the following holds.

(i) T has exactly 6 neighbors T ± �1, T ± �2, T ± (�1 + �2) for some �1, �2 ∈ J
and �1Z + �2Z = J .

(ii) T has exactly 8 neighbors T ± �1, T ± �2, T ± (�1 + �2), T ± (�1 − �2) for
some �1, �2 ∈ J , and �1Z + �2Z = J .

Theorem 1.3 ([BW]). Let T be a tile with not more than six neighbors. Then T
is disklike if and only if T is connected.

Note that the tiles of the first and the second cases in Theorem 1.2 are topological
deformations of the hexagonal and square tiles respectively. We say that T is
homeomorphic to a hexagonal tile in case (i) and homeomorphic to a square tile in
case (ii). The characterizations are sharp; however, there is no general criterion to
determine the number of neighbors of T in terms of A and D.

The main purpose of this paper is to study the disklikeness of the special class
of self-affine tiles in R2 that are generated by the consecutive collinear digit sets
as in [KL]. It is known by [BG] that for an expanding matrix A ∈ M2(Z), the
characteristic polynomial of A is given by

(1.2) f(x) = x2 + px + q, with |p| ≤ q if q ≥ 2; |p| ≤ |q + 2| if q ≤ −2.

By using Theorems 1.2, 1.3, we prove our main theorem:

Theorem 1.4. Let A ∈ M2(Z) be an expanding matrix with characteristic polyno-
mial f(x) = x2 +px+ q. Then for any D = {0, v, 2v, . . . , (|q|−1)v} in Z2 such that
v, Av are independent, T is a disklike tile if and only if 2|p| ≤ |q + 2|.

We remark that in [AT1], [AT3], Akiyama and Thuswaldner gave a proof of a
more restrictive result that for a tiling generated by a canonical number system
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(which requires f(x) to be irreducible, −1 ≤ p ≤ q and q ≥ 2), T is disklike if and
only if 2p ≤ q + 2. They used two different approaches: geometry of numbers and
finite automata theory. The proof here is different from theirs.

As a corollary we can also classify the hexagonal and square tiles of the above
tiles.

Corollary 1.5. For the above disklike tiles, if it comes from f(x) = x2 + q, then it
is homeomorphic to a square tile; otherwise it is homeomorphic to a hexagonal tile.

Our proof depends on the concept of nodal point (see [Gi1], [SK]). The cardinal-
ity of nodal points and general multiple points has been studied in detail in [AT3].
Let T +J be a tiling. We say that x ∈ R2 is a nodal point if x is in the intersection
of T and two other distinct neighbors T + �1, T + �2, �1, �2 ∈ J . It is seen that
in the hexagonal case, T has six nodal points, while in the square case it has four.
When p = 0, we prove directly that T is a parallelogram and is therefore obviously
disklike.

For p �= 0, we divide our proof into three parts:
(i) We show that all the self-affine tiles T generated by the consecutive collinear

digit set have at least 6 nodal points (Theorem 3.7). The construction of such
nodal points depends on the recursive radix expansions and the Hamilton-Cayley
theorem f(A) = 0 (Section 3).

(ii) For 2|p| > |q + 2|, we use the same construction to yield more nodal points
(Theorem 3.7). Hence by Theorem 1.2, T cannot be homeomorphic to a hexagonal
or a square tile and is therefore non-disklike.

(iii) We use the lattice tiling property to describe the neighbors of T and show
that for 2|p| ≤ |q + 2|, T has exactly six neighbors (Propositions 4.5, 4.8). By
Theorem 1.1 and Theorem 1.3, T is disklike.

In Figure 1, we illustrate the regions of (p, q) for T to be connected (Theorems 1.1
and (1.2)) and disklike (Theorem 1.4). The integral points in the shaded regions
are the solutions to the inequalities in (1.2); the solutions to 2|p| ≤ |q + 2| are
represented by the dots in the figure.

The techniques and results developed here have been used to study the bound-
aries of this class of tiles by one of the authors in his thesis [L].

2. Preliminaries

In this section, we prove some elementary results on the self-affine tiles generated
by the consecutive collinear digit sets.

Proposition 2.1. Let A ∈ Mn(Z) be expanding, with q = (−1)n detA and charac-
teristic polynomial f(x) = xn+an−1x

n−1+an−2x
n−2+. . .+a1x+q. Let v ∈ Zn\{0}

and let D = {0, v, · · · , (|q|−1)v} ⊂ Zn. Then the set {v, Av, . . . , An−1v} is linearly
independent if and only if T = T (A,D) is a self-affine tile.

Proof. Let T be a self-affine tile. Suppose on the contrary that {v, Av, . . . , An−1v}
is linearly dependent. By f(A)v = 0, we can express, for i ∈ N, A−iv =

∑m
j=0 cjA

jv

with m < n − 1 and cj ∈ Q. Then by (1.1), T is contained in a set of dimension
less than n. Hence the Lebesgue measure of T is zero and this contradicts that T
is a tile.

To prove the converse, we let J be the lattice generated by {v, Av, . . . , An−1v}.
We need to show that D is a complete residue system (mod A), i.e., a complete set
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Figure 1. Graph of the regions of (p, q) for expanding polynomials
and disklike tiles

of coset representatives of the additive group J /AJ ; then T is a tile ([B], [KL]).
Since f(A)v = 0, we have

qv = −
n−1∑
i=1

aiA
iv − Anv ∈ AJ .

For any u ∈ J , write u =
∑n−1

i=0 biA
iv. Let b0 = kq + r where 0 ≤ r ≤ |q|− 1. Then

u = (kq + r)v +
n−1∑
i=1

biA
iv ∈ rv + AJ

and [u] = [rv] ∈ J /AJ . We claim that all the [rv], 0 ≤ r ≤ |q| − 1, are distinct.
Indeed for w ∈ (AJ + r1v) ∩ (AJ + r2v), 0 ≤ r1, r2 ≤ |q| − 1, we can write

w = r1v +
n−1∑
i=1

biA
iv = r2v +

n−1∑
i=1

b′iA
iv.

By subtraction, g(A)v = 0 where g(x) = (r1 − r2) +
∑n−1

i=1 (bi − b′i)x
i. This implies

that g(A)(Aiv) = 0, 0 ≤ i ≤ n−1. The independence of {v, Av, . . . , An−1v} implies
that g(A) = 0. The independence also implies that the minimal polynomial of A
is identical to its characteristic polynomial. Hence f(x)|g(x). This implies that
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q|(r1 − r2), so that r1 = r2. Therefore D = {0, v, . . . , |q| − 1} is a complete coset
representation of J /AJ . �

We remark that we can assume without loss of generality that the digit set D
is primitive, i.e., the lattice J is generated by {AiD}n−1

i=0 in Zn. For otherwise,
there exists an invertible B ∈ Mn(Z) such that D̃ = B−1D ⊂ Zn is primitive and
T (A, D) = BT (Ã, D̃) where Ã = B−1AB ∈ Mn(Z) [LW2] and we can consider Ã, D̃
instead.

In the following we need the concept of a stretched tile introduced by Lagarias
and Wang [LW3]: T is generated by A and D satisfying

A =
[

A1 0
B A2

]
, D =

{ [
ai

bi

]
+

[
0

Qcij

]
: 1 ≤ i ≤ | detA1|, 1 ≤ j ≤ | detA2|

}
where A1 ∈ Mr(Z), A2 ∈ Ms(Z) such that (i) {ai}i ⊆ Zr is a complete residue
system (mod A1); (ii) {bi}i ⊂ Zs; (iii) | detQ| ≥ 2 and for each i, {Qci,j} ⊂ Zs is
a complete residue system (mod A2). A primitive digit set D is said to be standard
if it is a complete residue system (mod A). We say that two tiles T = T (A,D) and
T ′ = T (A′,D′) are Z-similar if there exists a unimodular matrix P ∈ Mn(Z) (i.e.
P is invertible and | det(P )| = 1) such that A′ = PAP−1 and D′ = PD. In [LW3],
it was proved that if T is a tile generated by a standard digit set, then µ(T ) > 1
(µ is the Lebesgue measure) if and only if T is Z-similar to a stretched tile.

Proposition 2.2. Assume in addition that D = {0, v, · · · , (|q| − 1)v} ⊂ Zn is
primitive. Then µ(T ) = 1 and T + Zn is a tiling of Rn.

Proof. It is known that if µ(T ) = 1, then Zn is a tiling set of T ([LW1], [LW2])
and the second part follows. To show that µ(T ) = 1, we assume to the contrary
that µ(T ) > 1. Since D is primitive and is a complete residue system (mod A)
(by Proposition 2.1), T is Z-similar to a stretched self-affine tile [LW3]. Without
loss of generality, we assume that A and D are the pair in the stretched tiles. Let
0 ≤ i ≤ | detA1|. Then[

ai

bi

]
+

[
0

Qcij

]
= ti,jv := ti,j

[
v1

v2

]
, 0 ≤ ti,j ≤ |q| − 1.

By (iii) in the definition of a stretched tile, there exist at least two distinct ti,j . It
follows that ai = v1 = 0. Since this is true for all i, it contradicts condition (i) on
{ai}i. We conclude that µ(T ) = 1. �

We consider the simple case of disklikeness of T ∈ R2 corresponding to f(x) =
x2 + q, q ∈ Z. It is a parallelogram, and the proof actually holds for n ≥ 2.

Theorem 2.3. Let A ∈ Mn(Z) be expanding with characteristic polynomial f(x) =
xn + q. Let v ∈ Zn \ {0} such that {v, Av, . . . , An−1v} is a linearly independent set
and let D = {0, v, 2v, . . . , (|q| − 1)v}. Then T (A,D) is a parallelepiped.

Proof. We first consider the case f(x) = xn − q, q ≥ 2 (q ≥ 2 necessarily by
the expanding property of A). From f(A) = 0, we have A−n = q−1I. Let y =∑∞

i=1 aiA
−iv ∈ T , where 0 ≤ ai ≤ q − 1 for all i = 1, 2, . . .. Then

y =
∞∑

j=1

n−1∑
k=0

ajn−kA−(jn−k) =
n−1∑
k=0

( ∞∑
j=1

ajn−kq−j
)
Akv.
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Note that the series
∑∞

j=1 ajn−kq−j is the q-adic expansion of some x ∈ [0, 1],
and conversely, any x ∈ [0, 1] can be represented in such a form. It follows that
T = {

∑n−1
i=0 siA

iv : 0 ≤ si ≤ 1} is a parallelepiped.
For the case f(x) = xn + q, q ≥ 2, we have A−n = −q−1I. By applying the

same argument, we see that

y =
n−1∑
k=0

( ∞∑
j=1

ajn−k(−q)−j
)
Akv.

It follows that T = {
∑n−1

i=0 siA
iv : −q/(q + 1) ≤ si ≤ 1/(q + 1)} is again a

parallelepiped. �

3. Nodal points and radix expansions

In the rest of this paper we always make the following assumption unless oth-
erwise specified. A ∈ M2(Z) is an integral expanding matrix whose characteristic
polynomial is f(x) = x2 + px + q, p, q ∈ Z; we will call the polynomial expanding
(the roots have moduli > 1). We consider v ∈ Z2 \ {0} such that {v, Av} is inde-
pendent, and let D = {0, v, . . . , (|q| − 1)v}. It follows from Theorem 2.1 that T is a
tile. Without loss of generality we also assume that D is primitive, i.e., the lattice
generated by {v, Av} is Z2.

For a matrix series
∑∞

i=−N biA
−i, we will represent it in the form of a radix

expansion as
b−Nb−N+1 . . . b−1b0.b1b2b3 . . .

We call b−Nb−N+1 . . . b−1b0 the integral part and 0.b1b2b3 . . . the fractional part.
An overbar represents a group of repeating digits:

0.b1 · · · b2b3b4 = 0.b1 · · · b2b3b4b2b3b4b2b3b4 . . . .

When there is no confusion, we also use the same radix expansion notation to
denote a vector x =

∑∞
i=−N biA

−iv ∈ R2. Indeed since T + Z2 is a tiling of R2,
each x ∈ R2 can be expressed as

x = b−1Av + b0v +
∞∑

i=0

biA
−iv, b−1, b0 ∈ Z, 0 ≤ bi ≤ |q| − 1, i ≥ 1.

Hence x can be represented as

x
v= b−1b0.b1b2b3 . . . , b−1, b0 ∈ Z, 0 ≤ bi ≤ |q| − 1, i ≥ 1

(we omit the v throughout). The algebraic operation of the radix expansion is
simple: shifting a radix place to the left means multiplying A to x; for vector
addition, we can add and subtract the radix expansions. Note that the radix
representation of x may not be unique. This is the case when x is on the boundary
of T . In fact we have

Lemma 3.1. Suppose x has two distinct representations

x = 0.a1a2 · · · = b−1b0.b1b2 · · · .

Then x ∈ T ∩ (T + �) with � = b−1Av + b0v, and ai �= bi for infinitely many i.
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Proof. The first statement is clear. To prove the second part, we observe that
ak �= bk for at least one k > 0. We claim that there exists i > k such that ai �= bi.
Otherwise, by subtracting the two radix expansions and shifting k places to the
right, we have

g(A)v = b−1A
k+2v + b0A

k+1v + (bk − ak)v = 0.

By the same argument as in Proposition 2.1, we have that f(x) divides g(x). This
is impossible since |bk − ak| < q and the claim is proved. The lemma follows by
repeatedly applying this argument. �

Definition 3.2. A point x ∈ T is called a nodal point if x ∈ (T + �1) ∩ (T + �2)
for some distinct �1, �2 ∈ Z2 \ {0}, i.e., x is in the intersection of at least three
translated copies of T (one copy being T itself). We also say that x is a k-nodal
point if it is the intersection of k ≥ 3 translates of T .

A (topological) square tile has exactly four nodal points, all of which are 4-
nodal. A (topological) hexagonal tile has exactly six nodal points, all of which are
3-nodal. Algebraically, x ∈ R2 is a k-nodal point if and only if it has k different
series expansions, no two of which have equal integral parts. We will use the
following simple device to construct new nodal points from a given one.

Lemma 3.3. Suppose 0.a1a2 . . . represents a nodal point x. Then 0.akak+1 · · · , k ≥
1 also represents a nodal point xk. Furthermore if 0.a1a2 . . . = b−1b0.b1b2, then
0.bkbk+1 . . . , k ≥ 1 also represents nodal points of T .

Proof. By definition x has at least three representations:

(3.1) 0.a1a2 . . . = b−1b0.b1b2 = c−1c0.c1c2 . . . .

Hence
0.a2a3 . . . = b−1b0(b1 − a1).b2b3 = c−1c0(c1 − a1).c2 . . . .

Note that b−1b0(b1−a1) represents b1A
2+b0A+(b1−a1)I. We can use A2+pA+q =

0 to reduce it to b′−1A + b′0I. This implies that

0.a2a3 . . . = b′−1b
′
0.b2b3 = c′−1c

′
0.c2c3 . . . ,

and they are distinct representations (Lemma 3.1). Hence 0.a2a3 . . . represents a
nodal point of T , and we can continue this inductively.

For the second expression, we have

(3.2) 0.b1b2 . . . = (−b1)(−b0).a1a2 · · · = (c−1 − b−1)(c0 − b0).c1c2 . . . .

These are distinct representations by Lemma 3.1, and hence it is also a nodal
point. �

The nodal points so obtained by the above method are not necessarily distinct.
Nevertheless, we have

Corollary 3.4. If x is a nodal point of T , then there are at least two more distinct
nodal points arising from the construction in Lemma 3.3.

Proof. For the representation of x in (3.1), we have two more nodal points: 0.b1b2 . . .
(3.2) and 0.c1c2 · · · . They are distinct by Lemma 3.1. �
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As an illustration we consider the case that the characteristic polynomial of A is
f(x) = x2 − q, q ≥ 2, T is a parallelogram (Theorem 2.3) and therefore T has four
4-nodal points: 0, v, Av, and v + Av. To see that v is a 4-nodal point in the radix
expansion, we first observe that v has representation 1. By f(A) = 0, we have

I = (q − 1)(A2 − I)−1 = r
∞∑

i=1

A−2i

where r = (q − 1). This implies that 1 = 0.0r. If we shift the expression one
radix place to the right and add (−1)1, we have 1 = (−1)1.r0. By adding (−1)0 to
1 = 0.0r, we obtain

1 = 0.0r = (−1)1.r0 = (−1)0.r .

By repeating the elementary operations, we come up with the other nodal points:

0 = (−1).0r = (−1)0.r0 = (−1)(−1).r ;
11 = 10.0r = 1.r0 = 0.r ;
10 = 1(−1).0r = 0.r0 = (−1).r .

For f(x) = x2 + q, q ≥ 2, the four nodal points are

αv + αAv, βv + αAv, αv + βAv, βv + βAv

where α = −q/(q+1) and β = 1/(q+1). We can also go through a similar argument
as the above: from f(A) = 0, we obtain

I = −(q − 1)(I + A−2)A−2 = r

∞∑
i=1

(1)iA−2i,

which yields 1 = 0.0(−r)0r. By using elementary operations on the radix expansion
and making use of 10r = −1 (i.e., A2 + (q − 1)I = −I), we obtain

0.r00r = (−1)0.00rr = 1.rr00 = (−1)1.0rr0.

The other three nodal points follow from Lemma 3.3 and 10r = −1 :

0.00rr = 1.0rr0 = 10.r00r = 11.rr00,

0.0rr0 = 10.rr00 = (−1).00rr = 1(−1).r00r,

0.rr00 = (−1).r00r = (−1)0.0rr0 = (−1)(−1).00rr.

Theorem 3.5. Let A ∈ M2(Z) be expanding and have characteristic polynomial
f(x) = x2 + px + q and p �= 0. Then the tile T (A,D) generated by D = {0, v, · · · ,
(|q| − 1)v} has at least six nodal points.

Proof. It is more convenient to consider f(x) = x2 ± px ± q where p, q > 0 and
prove each case separately.

Case (i). f(x) = x2 + px + q: The expanding property implies that 0 < p ≤ q
(see (1.2)). By using 0 = f(A) = f(A)(A − I) = A3 + (p − 1)A2 + (q − p)A − qI,
we have

I = (A3 − I)−1(−(p − 1)A2 − (q − p)A + (q − 1)I)

= (
∞∑

i=1

A−3i)(−(p − 1)A2 − (q − p)A + (q − 1)I).
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Let r = (p − 1), s = (q − 1). Then

1 = 0.(−r)(r − s)s.(3.3)

We add 0.rs0; then 1.rs0 = 0.0rs. We then apply the two operations to the identity
separately: shifting one radix place to the right; subtracting 1. Then

1r.s0r = 0.rs0 = (−1).0rs.

Hence 0.rs0 is a nodal point, and 0.s0r and 0.0rs are also nodal points by Corol-
lary 3.4.

We need to find three more nodal points. Let t = s − r and add 0.st0 to (3.3);
then 1.st0 = 0.t0s. By using the same technique as the above, we can find another
representation (−1)(−r).0st. Hence 0.t0s is a nodal point; there are two more
following from Corollary 3.4. Note that these three are distinct from the previous
three as 0.rs0 �= 0.st0.

Case (ii). f(x) = x2 − px + q: Again 0 < p ≤ q by (1.2). By using 0 = f(A) =
f(A)(A + I) = A3 − (p − 1)A2 + (q − p)A + qI, we have

I = (A3 + I)−1((p − 1)A2 − (q − p)A − (q − 1)I)

= (
∞∑

i=1

(−A)−3i)((p − 1)A2 − (q − p)A + (q − 1)I).

Let r = (p− 1), s = (q − 1), t = (r − s). Then the sequence representation for 1 is

1 = 0.r(−t)(−s)(−r)ts.

Adding 0.0tssr0 yields 1.0tssr0 = 0.r00tss. Following by shifting two places to the
right, adding 1q(q − 1) and making use of 1(−p)q = 0, we have

0.r00tss = 1.0tssr0 = 1(−t).tssr00.

By using Lemma 3.3, we can produce six nodal points by cyclic permutations.
Case (iii). f(x) = x2 + px − q: The expanding property implies that p ≤ q − 2

(by (1.2)). From f(A) = 0 and I = (A2 − I)−1(−pA + (q − 1)I), we have

1 = 0.(−p)(q − 1).

By adding 0.p0 and 0.(p − 1)0 to the identity separately, we have

1.p0 = 0.0(q − 1) and 1.(q − 1)0 = 0.(q − 1 − p)(q − 1).

By shifting the last expression one place to the right and by subtracting 1(q − 1),
we have

1.p0 = 0.0(q − 1) = (−1)(−p).(q − 1)(q − 1 − p).
By Lemma 3.3 again, we get six nodal points.

Case (iv). f(x) = x2 − px − q: The expanding property implies p ≤ q − 2. We
adopt a similar proof as in case (iii). From f(A) = 0, we have

1 = 0.p(q − 1).(3.4)

By shifting one place to the right and adding (−1)1, we obtain

1.0 = (−1)(p + 1).(q − 1)p = 0.p(q − 1).

By Corollary 3.4, we get two more nodal points. To obtain three more, we add
0.(q − 1 − p)0 to (3.4); then

1.(q − 1 − p) = 0.(q − 1).
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By shifting one place to the right and subtracting (q − 1), we have

0.(q − 1) = 1(−p).0(q − 1 − p).

Hence 0.(q − 1) is the fourth nodal point, and we get two more by Corollary 3.4. �

Corollary 3.6. Under the assumptions of the above theorem, T has at least six
neighbors.

Proof. By writing down explicitly all the radix expansions for all the nodal points
obtained in cases (i) to (iv) in the above theorem, we can find six different non-zero
integral parts in each case. Each non-zero integral part l corresponds to a neighbor
T + l of T .

Case (i). f(x) = x2+px+q: The six non-zero integral parts obtained in Theorem
3.5 are

1, 1(p − 1), 1p, 1p(q − 1), 1(p − 1)(q − p + 1), 1(p − 1)(q − p).

We can express them in the form αv + βAv by using f(A)v = 0:

±v, ±[Av + (p − 1)v], ±(Av + pv).

Case (ii). f(x) = x2 − px + q: The six non-zero integral parts so obtained are

±v, ±[Av − (p − 1)v], ±(Av − pv).

Case (iii). f(x) = x2 + px − q: The six non-zero integral parts so obtained are

±v, ±[Av + (p + 1)v], ±(Av + pv).

Case (iv). f(x) = x2 − px − q: The six non-zero integral parts so obtained are

±v, ±[Av − (p + 1)v], ±(Av − pv). �

Our main theorem in this section is

Theorem 3.7. Let A ∈ M2(Z) be expanding and let f(x) = x2 + px + q be the
characteristic polynomial of A. Suppose 2|p| > |q + 2|. Then the tiles T (A,D) with
D = {0, v, · · · (|q| − 1)v} are non-disklike.

Proof. We need to find one more nodal point in addition to those in Theorem 3.5;
then by Corollary 3.4, there are at least 9 nodal points. Theorem 1.2 implies that
T is non-disklike.

Case (i). f(x) = x2 + px + q and 2p > q + 2. From f(A) = 0, we have
A + (p − 1)I = −(q − p + 1)(A + I)−1. It follows that

1(p − 1) = 0.(−(q − p + 1))(q − p + 1).

From p ≤ q (by (1.2)) and 2p > q + 2, we see that 2 ≤ (2q − 2p + 2) < q. Adding
0.(2q − 2p + 2)0 to the above equality, we get

1(p − 1).(2q − 2p + 2)0 = 0.(q − p + 1).

Shifting the radix point one place to the right and then subtracting (q − p + 1), we
have

1(p − 1)(q − p + 1).0(2q − 2p + 2) = 0.(q − p + 1).

The two expressions yield a nodal point 0.(q − p + 1) different from the previous
six.
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Case (ii). f(x) = x2 − px + q and 2p > q + 2: From f(A) = 0 we have
A− (p−1)I = −(q−p+1)(A−I)−1. It follows that 1(−(p−1)) = 0.(−(q − p + 1))
so that

1(−(p − 1)).(q − p + 1) = 0.

Adding 1(−(p − 1)).(q − p + 1) and noting that 2A − 2(p − 1) = A2 − (p − 2)A +
(q − 2p + 2), we have

1(−(p − 2))(q − 2p + 2).(2q − 2p + 2) = 1(−(p − 1)).(q − p + 1) = 0.

Hence 0 is the additional nodal point.
Case (iii). f(x) = x2 + px − q and 2p > q − 2: From f(A) = 0, we have

A + (p + 1)I = (q − p − 1)(A − I)−1. Hence

1(p + 1) = 0.(q − p − 1).

Adding 1(p+1) and 1(p+1).(q − p − 1) and noting that 1(p+1)(−(q−p))(−q) = 0,
we get the new nodal point 0.(2q − 2p − 2):

1(p + 1)(−(q − p − 2))(2p − q + 2) = 1(p + 1).(q − p − 1) = 0.(2q − 2p − 2).

Case (iv). f(x) = x2 − px − q and 2p > q − 2: From f(A) = 0 we obtain
A− (p + 1)I = (q − p− 1)(A + I)−1, i.e., 1[−(p + 1)] = 0.(q − p − 1)(−(q − p − 1)).
Adding (−1)(p + 1).(q − p − 1) we have

0.(q − p − 1) = (−1)(p + 1).(2q − 2p − 2)0.

On the other hand, if we shift the radix points in the above expression one place
to the right and subtract (q − p − 1), then

0.(q − p − 1) = 1[−(p + 1)].0(2q − 2p − 2).

Hence 0.(q − p − 1) is a new nodal point. �

Remark. We can also see the non-disklikeness of the T by the explicit expression
of the neighbors in Theorem 1.2. For example we consider the case when f(x) =
x2 + px + q and 2p > q + 2. By Corollary 3.6 and Theorem 3.7, we find that the �
in the neighbors T + � is equal to

±v, ±(Av + (p − 1)v), ±(Av + pv), ±(2Av + (2p − 2)v).

These neighbors are not arranged in the pattern in Theorem 1.2; hence T is non-
disklike.

4. Proof of the main theorem

Let f(x) = x2 + px + q be the characteristic polynomial of A ∈ M2(Z). As
we have already dealt with the case p = 0 (Theorem 2.3), in this section, we will
assume p �= 0 unless otherwise mentioned. Our main theorem is

Theorem 4.1. Let A ∈ M2(Z) be expanding and let f(x) = x2 + px + q be the
characteristic polynomial of A. Suppose 0 < 2|p| ≤ |q + 2|. Then the tiles T (A,D)
with D = {0, v, · · · (|q| − 1)v}, are homeomorphic to a hexagonal tile.
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The most essential part in the proof is to show that T has exactly six neighbors.
Recall that Z2 = {γv+δAv : γ, δ ∈ Z} and T +Z is a lattice tiling (Proposition 2.2).
It is easy to see that T + � is a neighbor of T if and only if

� = γv + δAv =
{ ∞∑

i=1

biA
−iv : bi ∈ Z and |bi| ≤ |q| − 1

}
∈ T − T ;

also T + � is a neighbor of T if and only if T − � is a neighbor of T .
For the characteristic polynomial f(x) = x2 + px + q where p, q �= 0, let

∆ = p2 − 4q be the discriminant. Define αi and βi by

(4.1) A−iv = αiv + βiAv, i = 1, 2, . . . .

The following result plays an important role in our proof.

Lemma 4.2. Let αi and βi be defined as above. Then for i ≥ 1,

qαi+2 + pαi+1 + αi = 0, qβi+2 + pβi+1 + βi = 0.(4.2)

Moreover,
(i) for ∆ �= 0, we have

(4.3) αi = q(yi+1
1 − yi+1

2 )/∆1/2, βi = −(yi
1 − yi

2)/∆1/2

where y1 = (−p + ∆1/2)/(2q) and y2 = (−p − ∆1/2)/(2q) are the two roots of
qx2 + px + 1;

(ii) for ∆ = 0, we have

(4.4) αi = (i + 1)yi, βi = 2iyi/p,

where y = −p/(2q).

Proof. Putting the expression of A−1v and A−iv = αiv + βiAv into A−(i+1)v =
αi+1v + βi+1Av, we get

αi+1v + βi+1Av = αiA
−1v + βiv = −αiq

−1Av + (−pq−1 + βi)v.

It follows that αi+1 = −pq−1αi+βi and βi+1 = −q−1αi. Then by direct calculation,
we obtain

qαi+2 + pαi+1 + αi = 0, qβi+2 + pβi+1 + βi = 0.

When ∆ �= 0, the general solutions are

αi = cyi
1 + dyi

2, βi = c′yi
1 + d′yi

2.(4.5)

It follows from f(A)v = 0 that v = q−1(−A2v − pAv); hence

A−1v = q−1(−Av − pv) and A−2v = q−2(p2 − q)v + pq−2Av.

We have

α1 = −pq−1, β1 = −q−1; α2 = q−2(p2 − q), β2 = pq−2.(4.6)

We can solve the constants in (4.5) and obtain the expression in (4.3).
When ∆ = 0, the general solutions for the two recurrence relations are αi =

cyi+idyi and βi = c′yi+id′yi, and we can use the same method to obtain (4.4). �
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Since the characteristic polynomial f(x) = x2 + px + q is expanding, the two
roots y1, y2 of x2f(x−1) = qx2 + px + 1 have moduli less than 1. This implies that
the following two series converge:

α̃ =
∞∑

i=1

|αi| and β̃ =
∞∑

i=1

|βi|.(4.7)

Corollary 4.3. Let f(x) = x2 + px + q and g(x) = x2 − px + q be expanding
polynomials. Let αi, βi, α̃ and β̃ for f(x) be as before; let α′

i, β′
i, α̃′ and β̃′ be the

corresponding terms for g(x). Then

α′
2j = α2j , α′

2j−1 = −α2j−1, β′
2j = −β2j , β′

2j−1 = β2j−1,

and hence, α̃ = α̃′, β̃ = β̃′.

Lemma 4.4. Let T + � be a neighbor of T with � = γv + δAv, γ and δ not both
zero. Then |γ| ≤ (|q| − 1)α̃ and |δ| ≤ (|q| − 1)β̃. Furthermore if |q| − |p| − 1 > 0,
then

|δ| ≤ (|q| − 1)/(|q| − |p| − 1).

Proof. Note that by (4.1),

� = γv + δAv =
∞∑

i=1

biA
−iv =

∞∑
i=1

bi(αiv + βiAv).

The first part follows from this expression and |bi| ≤ |q| − 1. For the second part
we make an estimation of β̃. By Lemma 4.2, we have qβi+2 + pβi+1 + βi = 0,
and hence |q||βi+2| ≤ |p||βi+1| + |βi|. Summing the inequality for i ≥ 1, we get
|q|(β̃ − |β1| − |β2|) ≤ |p|(β̃ − |β1|) + β̃. Note that |β1| = 1/q, |β2| = p/q2 (by (4.6)).
It follows that

(|q| − |p| − 1)β̃ ≤ (|q| − |p|)|β1| + |q||β2| = 1.

We conclude that β̃ ≤ 1/(|q| − |p| − 1). �

We need the estimate that |δ| ≤ 1. It will be proved in two propositions for the
cases ∆ ≥ 0 and ∆ < 0.

Proposition 4.5. Suppose f(x) = x2 + px + q with 0 < 2|p| ≤ |q + 2| and ∆ ≥ 0.
Let T + � be a neighbor of T with � = γv + δAv; then |δ| ≤ 1.

Proof. We will use the estimate of δ by β̃ in Lemma 4.4. Since the β̃ are the same
for x2−px+q and x2 +px+q, we can assume without loss of generality that p > 0.
We divide the proof into three cases.

Case (i). f(x) = x2 + px − q where p, q > 0: In this case ∆ > 0 always; the
condition on p, q becomes 0 < 2p ≤ q − 2. It follows from the assumption that
q − p − 1 > 0. By Lemma 4.4, we have

|δ| ≤ (q − 1)/(q − p − 1) < (q − 1)/[q − (q − 2)/2 − 1] < 2.

Case (ii). f(x) = x2 + px + q where p, q > 0 and ∆ = p2 − 4q > 0. In view of
Lemma 4.2, both y1 = (−p + ∆1/2)/(2q) and y2 = (−p−∆−1/2)/(2q) are negative
and |y1| < |y2| < 1. Hence we have

βi =
−(yi

1 − yi
2)

∆1/2

{
< 0, if i is odd;
> 0, if i is even.



3350 KING-SHUN LEUNG AND KA-SING LAU

Let βE =
∑∞

i=1 β2i and βO =
∑∞

i=1 β2i−1. By summing the relation qβi+2+pβi+1+
βi = 0 for the even and odd i’s respectively, we obtain

q(βE − β2) + p(βO − β1) + βE = 0, q(βO − β1) + pβE + βO = 0.

Solving these two equations, we get

βE =
p

(q + 1)2 − p2
, βO =

−(q + 1)
(q + 1)2 − p2

.

By Lemma 4.4 and β̃ = βE − βO, we have

|δ| ≤ (q − 1)(βE − βO) =
q − 1

q − p + 1
≤ q − 1

q − (q/2 + 1) + 1
= 2 − 2/q.

Case (iii). f(x) = x2 +px+q where q > 0 and ∆ = p2−4p = 0. By Lemma 4.2,
β̃ = 4(p − 2)−2. Also we see that p2 = 4q and 2p ≤ q + 2 imply p ≥ 8. Hence

|δ| ≤ (q − 1)β̃ = 4(q − 1)/(p − 2)2 = 1 + 4/(p − 2) < 2. �

The above method does not work for ∆ = p2 − 4q < 0 as β̃ �= βE − βO. We use
a different estimation for δ in this case. We need two lemmas. The first one is a
special case in Lemma 3.3 of constructing new neighbors from a given one:

Lemma 4.6. Let A ∈ M2(Z) be an expanding matrix with characteristic polynomial
f(x) = x2 + px + q where p, q ∈ Z. Let � = γv + δAv =

∑∞
i=1 biA

−iv ( �= 0) such
that T + � is a neighbor of T . Let

(4.8) �′ = γ′v + δ′Av with γ′ = −(qδ + b1), δ′ = γ − pδ.

Then �′ �= 0 and T + �′ is also a neighbor of T .

Proof. We write � in the radix expansion: � = δγ = 0.b1b2 · · · . By a simple algebraic
operation and given that 100 = (−p)(−q) (i.e., A2v + pAv + qv = 0), we have

0.b2 · · · = δγ(−b1) = (γ − pδ)(−qδ − b1) := δ′γ′ = �′.

The lemma will follow if we can show that γ′ and δ′ are not both zero. Indeed if
δ �= 0, then |γ′| = |qδ + b1| ≥ |q||δ| − |b1| ≥ |q| − (|q| − 1) = 1; if δ = 0, we have
δ′ = γ �= 0. �

Remark. We can use the above construction repeatedly to obtain a sequence {�k}∞k=0

with �0 = �, �k = γkv + δkAv, and

γk+1 = −(qδk + bk+1) and δk+1 = γk − pδk.

These T + �k are neighbors of T but not all distinct.

The following is a refinement of Lemma 4.4.

Lemma 4.7. Let f(x) = x2 + px + q be the characteristic polynomial of A and
∆ = p2 − 4q < 0. Then for j > 1,

|γ| ≤ (q − 1)
( j−1∑

i=1

|αi| +
2q−(j−1)/2

(1 − q−1/2)(4q − p2)1/2

)
≤ 2q1/2(q1/2 + 1)

(4q − p2)1/2
,(4.9)

|δ| ≤ (q − 1)
( j−1∑

i=1

|βi| +
2q−j/2

(1 − q−1/2)(4q − p2)1/2

)
≤ 2(q1/2 + 1)

(4q − p2)1/2
.(4.10)
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Proof. Note that q > 0 follows from ∆ < 0. By Lemma 4.2, αi =
q(yi+1

1 − yi+1
2 )/∆1/2 and βi = −(yi

1 − yi
2)/∆1/2, we deduce that

|αi| ≤
2q|y1|i+1

|∆1/2| =
2q−(i−1)/2

(4q − p2)1/2
, |βi| ≤

2|y1|i
|∆1/2| =

2q−i/2

(4q − p2)1/2
.

The statement follows by summing each of these two inequalities (see the first part
of the proof of Lemma 4.4). �

Proposition 4.8. Suppose f(x) = x2 + px + q with 0 < 2|p| ≤ |q + 2| and ∆ < 0.
Let T + � be a neighbor of T with � = γv + δAv; then |δ| ≤ 1.

Proof. Note that ∆ < 0 implies that q > 0. Without loss of generality we can
assume that p > 0 (Corollary 4.3 and Lemma 4.4). We divide our consideration
into two cases:

Case (i). 2p ≤ q − 2: We can make use of Lemma 4.4 to conclude that |δ| ≤
(q − 1)/(q − p − 1) < 2.

Case (ii). q − 1 ≤ 2p ≤ q + 2: Let p = (q + j)/2, j = −1, 0, 1, 2. Since
∆ = p2 − 4q < 0, the q’s in the respective cases are the integers in the sets

(4.11) {3, 5, . . . , 17}, {2, 4, . . . , 14}, {3, 5, . . . , 13}, {2, 4, . . . , 10}.
Suppose |δ| > 1, we use the sharper estimate of γ′ = −(qδ + b1) in Lemma 4.7 to
obtain

q + 1 = |(2q − (q − 1))| ≤ |γ′| ≤ 2q1/2(q1/2 + 1)
(4q − (q + j)2/4)1/2

.

By a direct calculation, we have

(4.12) (14 − 2j)q3 + (15 − 4j − j2)q2 ≤ q4 + 32q3/2 + (2j + 2j2)q + j2.

With the exceptions of the three cases

j = −1, q = 17 (p = 8); j = 1, q = 13 (p = 7); j = 2, q = 10 (p = 6),

all the q’s in the respective sets in (4.11) do not satisfy the inequality, which leads
to a contradiction; hence |δ| ≤ 1.

We will deal with the three exceptional cases separately. For the first case
p = 8, q = 17, we obtain the values of βi, i = 1, . . . , 4 from (4.2) and (4.6). It
follows from Lemma 4.7 that

|δ| ≤ 16
( 1

17
+

8

172
+

47

173
+

240

174
+

(17)−5/2

(1 − (17)−1/2)31/2

)
≈ 1.6008.

For p = 7, q = 13, we have

|δ| ≤ 12
( 1

13
+

7

132
+

36

133
+

161

134
+

659

135
+

2(13)−3

(1 − (13)−1/2)31/2

)
≈ 1.7144.

For p = 6, q = 10, we have

|δ| ≤ 9
( 1

2 · 5 +
3

2 · 52
+

13

2253
+

6

54
+

79

2355
+

117

2356
+

10−5/2(1 + 10−1/2)

9

)
≈ 1.8014.

In all three exceptional cases, since δ ∈ Z, |δ| ≤ 1 also. This completes the
proof. �

Proof of Theorem 4.1. We prove that T has exactly six neighbors, and then by
Theorems 1.1, 1.3, that T is disklike. We divide the proof into four cases and apply
Lemma 4.6 throughout.
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Case (i). f(x) = x2 + px + q, p, q > 0: as T + � is a neighbor of T with
� = γv + δAv, |δ| ≤ 1 and δ ∈ Z, δ = −1 or 0 or 1. We will use the δ′ in
�′ = γ′v+δ′Av (Lemma 4.6) to determine γ. When δ = 0, we have δ′ = γ−pδ = γ.
But |δ′| ≤ 1 (Propositions 4.5, 4.8) and γ �= 0 force γ = 1 or −1. When δ = 1, we
have δ′ = γ − pδ = γ − p (by (4.8)). This implies that γ = p − 1 or p or p + 1.
Similarly, we can show that when δ = −1, we have γ = −(p− 1) or −p or −(p+1).

We have just shown that there are at most eight points that give potential neigh-
bors of T :

±v, ±
(
Av + (p − 1)v

)
, ±(Av + pv), and ±

(
Av + (p + 1)v

)
.

We see in Corollary 3.6 that the first three pairs actually give the neighbors. We
claim that the last pair does not define any neighbor of T . It suffices to consider
Av + (p + 1)v. Suppose T + Av + (p + 1)v is a neighbor of T . Then we have
δ′ = (p + 1) − p = 1. By using Lemma 4.6 again on T + �′, we have another
neighbor T + �′′ of T with �′′ = γ′′v + δ′′Av. Then

δ′′ = γ′ − pδ′ = −q − b1 − p ≤ −q + (q − 1) − p = −p − 1 < −1,

which contradicts Proposition 4.5. Hence T has exactly six neighbors.
Case (ii). f(x) = x2 − px + q, p, q > 0. We use the same argument to obtain

four pairs, which give the potential neighbors

±v, ±
(
Av − (p − 1)v

)
, ±(Av − pv), and ±

(
Av − (p + 1)v

)
,

and see that only the first three pairs produce neighbors of T .
Case (iii). f(x) = x2 + px − q, p, q > 0. By the same method we get eight

potential neighbors from

±v, ±
(
Av + (p + 1)v

)
, ±(Av + pv), and ±

(
Av + (p − 1)v

)
.

The first three pairs actually give neighbors of T (Corollary 3.6). If T +Av+(p−1)v
is a neighbor, then δ′ = p − 1 − p = −1 and

δ′′ = γ′ − pδ′ = q − b1 + p ≥ q − (q − 1) + p = p + 1 > 1.

This contradiction shows that T + Av + (p − 1)v is not a neighbor; neither is
T − [Av + (p − 1)v].

Case (iv). f(x) = x2 − px − q, p, q > 0. We get eight potential neighbors from

±v, ±
(
Av − (p + 1)v

)
, ±(Av − pv), and ±

(
Av − (p − 1)v

)
.

The same argument shows that only the first three pairs give neighbors of T . �

5. Remarks

As a graphic illustration of the main theorem (Theorem 1.4), we inspect two
tiles generated by different A and D. Let

A =
[

0 1
−5 −3

]
be the companion matrix of x2 + 3x + 5, and let D = {(0, i)t : i = 0, 1, 2, 3, 4}. As
2p = 6 < 7 = q + 2, by Theorem 1.4, T1 = T (A,D) is disklike (see Figure 2).

Let

A =
[

0 1
−5 −4

]
,
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Figure 2. A disklike tile

the companion matrix of x2 + 4x + 5, and let D be the same as in the previous
example. Then T2 = T (A,D) is non-disklike as 2p = 8 > 7 = q + 2 (see Figure 3).

Figure 3. A non-disklike tile

It is clear from the picture that T1 has six neighbors, but not T2 as it can
have other neighbors through the slits. Note that T2 is connected [KL] but T o

2 is
disconnected. In [NT], Ngai and Tang have devised a technique to study tiles of
this kind.

It is natural to ask if the non-consecutive collinear digit set will give a discon-
nected tile. Recently, Tan [T] gave an interesting example that if A is an inte-
gral expanding matrix with characteristic polynomial x2 − x − 3 (| detA| = 3)
and if D = {0, d1v, d2v} with v = [0, 1]t and d1 < d2, then T is connected if
8
5d1 ≤ d2 ≤ 8

3d1 and it is disconnected if d2 < (
√

13−1)d1/2 or d2 > (
√

13+5)d1/2.
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There is no general knowledge on the connectedness of tiles generated by the non-
consecutive collinear digit sets nor the non-collinear digit sets.

In regard to the extension of disklikeness in higher dimensions, Malone [M]
showed that

Theorem 5.1. In Rn, if T = T (A,D) (D may not be collinear) is a parallelepiped,
then A is similar to a weighted permutation matrix. Conversely, if A is similar to a
weighted permutation matrix, then there exists a digit set D (may not be collinear)
such that T = T (A,D) is a parallelepiped.

There seems to be no known result on disklikeness in higher dimensions for more
general matrices.

Finally, we give a discussion on connectedness and an algebraic property intro-
duced in [KL]. We say that a polynomial f(x) ∈ Z[x] has the height reducing
property if there exists g(x) ∈ Z[x] such that

g(x)f(x) = xk + ak−1x
k−1 + · · · + a1x ± q

with |ai| ≤ |q| − 1, i = 1, · · · , k − 1. The following was proved in [KL].

Theorem 5.2. Let A ∈ Mn(Z) be expanding with det A = q. Suppose the charac-
teristic polynomial of A has the height reducing property. Then for D = {0, v, 2v,
· · · , (|q| − 1)v}, the tile T (A,D) is connected

The criterion was proved to be valid up to dimension n = 4 ([AG], [KLR]). We
conjecture that all expanding polynomials have this property. A weaker form of
this was given in [Ga] and more supporting evidence was proved in [KLR].
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